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In the five years since the fifth edition of
this textbook was published, there have been
numerous exciting developments in our under-
standing of human cognition. Of greatest
importance, large numbers of brain-imaging
studies are revolutionising our knowledge
rather than just providing us with pretty
coloured pictures of the brain in action. As a
consequence, the leading contemporary approach
to human cognition involves studying the brain
as well as behaviour. We have used the term
“cognitive psychology” in the title of this book
to refer to this approach, which forms the basis
for our coverage of human cognition. Note,
however, that the term “cognitive neuroscience”
is often used to describe this approach.

The approaches to human cognition covered
in this book are more varied than has been
suggested so far. For example, one approach
involves mainly laboratory studies on healthy
individuals, and another approach (cognitive
neuropsychology) involves focusing on the
effects of brain damage on cognition. There is
also computational cognitive science, which
involves developing computational models of
human cognition.

We have done our level best in this book
to identify and discuss the most significant
research and theorising stemming from the above
approaches and to integrate all of this informa-
tion. Whether we have succeeded is up to our
readers to decide. As was the case with previous
editions of this textbook, both authors have
had to work hard to keep pace with developments

in theory and research. For example, the first
author wrote parts of the book in far-flung places
including Macau, Iceland, Istanbul, Hong Kong,
Southern India, and the Dominican Republic.
Sadly, there have been several occasions on
which book writing has had to take precedence
over sightseeing!

I (Michael Eysenck) would like to express
my continuing profound gratitude to my wife
Christine, to whom this book (in common with
the previous three editions) is appropriately
dedicated. What she and our three children (Fleur,
William, and Juliet) have added to my life is
too immense to be captured by mere words.

I (Mark Keane) would like to thank everyone
at the Psychology Press for their extremely friendly
and efficient contributions to the production
of this book, including Mike Forster, Lucy
Kennedy, Tara Stebnicky, Sharla Plant, Mandy
Collison, and Becci Edmondson.

We would also like to thank Tony Ward,
Alejandro Lleras, Elizabeth Styles, Nazanin
Derakhshan, Elizabeth Kensinger, Mick Power,
Max Velmans, William Banks, Bruce Bridgeman,
Annukka Lindell, Alan Kennedy, Trevor Harley,
Nick Lund, Keith Rayner, Gill Cohen, Bob
Logie, Patrick Dolan, Michael Doherty, David
Lagnado, Ken Gilhooly, Ken Manktelow, Charles
L. Folk who commented on various chapters.
Their comments proved extremely useful when
it came to the business of revising the first draft
of the entire manuscript.

Michael Eysenck and Mark Keane



CHAPTER

APPROACHES TO HUMAN

INTRODUCTION

We are now several years into the third millennium,
and there is more interest than ever in unravelling
the mysteries of the human brain and mind.
This interest is reflected in the recent upsurge
of scientific research within cognitive psychology
and cognitive neuroscience. We will start with
cognitive psychology. It is concerned with the
internal processes involved in making sense
of the environment, and deciding what action
might be appropriate. These processes include
attention, perception, learning, memory, language,
problem solving, reasoning, and thinking. We
can define cognitive psychology as involving
the attempt to understand human cognition by
observing the bebhaviour of people performing
various cognitive tasks.

The aims of cognitive neuroscientists are
often similar to those of cognitive psychologists.
However, there is one important difference —
cognitive neuroscientists argue convincingly
that we need to study the brain as well as
behaviour while people engage in cognitive
tasks. After all, the internal processes involved
in human cognition occur in the brain, and we
have increasingly sophisticated ways of studying
the brain in action. We can define cognitive
neuroscience as involving the attempt to use
information about behaviour and about the
brain to understand human cognition. As is well
known, cognitive neuroscientists use brain-
imaging techniques. Note that the distinction

COGNITION

between cognitive psychology and cognitive
neuroscience is often blurred — the term “cognitive
psychology” can be used in a broader sense to
include cognitive neuroscience. Indeed, it is in
that broader sense that it is used in the title of
this book.

There are several ways in which cognitive
neuroscientists explore human cognition. First,
there are brain-imaging techniques, of which
PET (positron emission tomography) and fMRI
(functional magnetic resonance imaging) (both
discussed in detail later) are probably the best
known. Second, there are electrophysiological
techniques involving the recording of electrical

KEY TERMS

cognitive psychology: an approach that aims
to understand human cognition by the study of
behaviour.

cognitive neuroscience: an approach that
aims to understand human cognition by
combining information from behaviour and the
brain.

positron emission tomography (PET): a
brain-scanning technique based on the detection
of positrons; it has reasonable spatial resolution
but poor temporal resolution.

functional magnetic resonance imaging
(fMRI): a technique based on imaging blood
oxygenation using an MRI machine; it provides
information about the location and time course
of brain processes.
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signals generated by the brain (also discussed
later). Third, many cognitive neuroscientists
study the effects of brain damage on human
cognition. It is assumed that the patterns of
cognitive impairment shown by brain-damaged
patients can tell us much about normal cognitive
functioning and about the brain areas responsible
for different cognitive processes.

The huge increase in scientific interest in the
workings of the brain is mirrored in the popular
media — numerous books, films, and television
programmes have been devoted to the more
accessible and/or dramatic aspects of cognitive
neuroscience. Increasingly, media coverage
includes coloured pictures of the brain, showing
clearly which parts of the brain are most activated
when people perform various tasks.

There are four main approaches to human
cognition (see the[boy below). Bear in mind,
however, that researchers increasingly combine
two or even more of these approaches. A
considerable amount of research involving

Approaches to human cognition|

these approaches is discussed throughout the
rest of this book. We will shortly discuss each of
these approaches in turn, and you will probably
find it useful to refer back to this chapter when
reading other chapters. You may find the box
on page 28 especially useful, because it provides
a brief summary of the strengths and limitations
of all four approaches.

EXPERIMENTAL
COGNITIVE PSYCHOLOGY

It is almost as pointless to ask, “When did
cognitive psychology start?” as to inquire,
“How long is a piece of string?” However,
the year 1956 was of crucial importance. At
a meeting at the Massachusetts Institute of
Technology, Noam Chomsky gave a paper on
his theory of language, George Miller discussed
the magic number seven in short-term memory
), and Newell and Simon discussed
their extremely influential model called the
General Problem Solver (see|[Newell, Shaw, & |
[Simon, 1958). In addition, there was the first

I.  Experimental cognitive psychology: this
approach involves trying to understand human
cognition by using behavioural evidence.
Since behavioural data are of great impor-
tance within cognitive neuroscience and
cognitive neuropsychology, the influence
of cognitive psychology is enormous.

2. Cognitive neuroscience: this approach involves
using evidence from behaviour and from
the brain to understand human cognition.

3. Cognitive neuropsychology: this approach
involves studying brain-damaged patients
as a way of understanding normal human
cognition. It was originally closely linked to
cognitive psychology but has recently also
become linked to cognitive neuroscience.

4. Computational cognitive science: this approach
involves developing computational models
to further our understanding of human
cognition; such models increasingly take
account of our knowledge of behaviour
and the brain.

systematic attempt to study concept formation
from a cognitive perspective [Bruner, Goodnow}
[& Austin, 1956).

At one time, most cognitive psycholo-
gists subscribed to the information-processing
approach. A version of this approach popular
in the 1970s is shown i. According
to this version, a stimulus (an environmental
event such as a problem or a task) is presented.
This stimulus causes certain internal cognitive
processes to occur, and these processes finally
produce the desired response or answer. Processing
directly affected by the stimulus input is often
described as bottom-up processing. It was
typically assumed that only one process occurs

KEY TERM

bottom-up processing: processing that is
directly influenced by environmental stimuli; see
top-down processing.
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STIMULUS

|

Attention

l

Perception

|

Thought
processes

|

Decision

|

RESPONSE
OR ACTION

An early version of the information-

processing approach.

at any moment in time. This is known as serial
processing, meaning that the current process
is completed before the next one starts.

The above approach represents a drastic
oversimplification of a complex reality. There
are numerous situations in which processing
is not exclusively bottom-up but also involves
top-down processing. Top-down processing
is processing influenced by the individual’s
expectations and knowledge rather than simply
by the stimulus itself. Look at the triangle shown
in[Figure 1. and read what it says. Unless you
are familiar with the trick, you probably read
it as, “Paris in the spring”. If so, look again,
and you will see that the word “the” is repeated.
Your expectation that it was the well-known

PARIS

IN THE

THE SPRING

Diagram to demonstrate top-down

processing.

phrase (i.e., top-down processing) dominated
the information actually available from the
stimulus (i.e., bottom-up processing).

The traditional approach was also over-
simplified in assuming that processing is
typically serial. In fact, there are numerous
situations in which some (or all) of the processes
involved in a cognitive task occur at the same
time — this is known as parallel processing. It
is often hard to know whether processing on
a given task is serial or parallel. However, we
are much more likely to use parallel processing
when performing a task on which we are highly
practised than one we are just starting to learn
(se). For example, someone taking
their first driving lesson finds it almost impossible
to change gear, to steer accurately, and to pay
attention to other road users at the same time.
In contrast, an experienced driver finds it easy
and can even hold a conversation as well.

For many years, nearly all research on human
cognition involved carrying out experiments on
healthy individuals under laboratory conditions.
Such experiments are typically tightly controlled
and “scientific”. Researchers have shown great
ingenuity in designing experiments to reveal
the processes involved in attention, perception,
learning, memory, reasoning, and so on. As a
consequence, the findings of cognitive psycholo-
gists have had a major influence on the research
conducted by cognitive neuroscientists. Indeed,
as we will see, nearly all the research discussed
in this book owes much to the cognitive psycho-
logical approach.

An important issue that cognitive psychol-
ogists have addressed is the task impurity

KEY TERMS

serial processing: processing in which one
process is completed before the next one starts;
see parallel processing.

top-down processing: stimulus processing that
is influenced by factors such as the individual’s
past experience and expectations.

parallel processing: processing in which two
or more cognitive processes occur at the same
time; see serial processing.
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problem — many cognitive tasks involve the
use of a complex mixture of different processes,
making it hard to interpret the findings. This
issue has been addressed in various ways.
For example, suppose we are interested in the
inhibitory processes used when a task requires
us to inhibit deliberately some dominant response.

Mivyake, Friedman, Emerson, Witzki, Howerter,
and Wager (2000)| studied three tasks that

require such inhibitory processes: the Stroop
task; the anti-saccade task; and the stop-signal
task. On the Stroop task, participants have to
name the colour in which colour words are
presented (e.g., RED printed in green) and
avoid saying the colour word. We are so used
to reading words that it is hard to inhibit
responding with the colour word. On the anti-
saccade task, a visual cue is presented to the left
or right of the participant. The task involves not
looking at the cue but, rather, inhibiting that
response and looking in the opposite direction.
On the stop-signal task, participants have to
categorise words as animal or non-animal as
rapidly as possible, but must inhibit their response
when a tone sounds. Miyake et al. obtained
evidence that these three tasks all involved
similar processes. They used a statistical pro-
cedure known as latent-variable analysis to
extract what was common to the three tasks,
which was assumed to represent a relatively
pure measure of the inhibitory process.
Cognitive psychology was for many years
the engine room of progress in understanding
human cognition, and all the other approaches
listed in the box above have derived substantial
benefit from it. For example, cognitive neuro-
psychology became an important approach
about 20 years after cognitive psychology. It
was only when cognitive psychologists had
developed reasonable accounts of normal human
cognition that the performance of brain-damaged
patients could be understood properly. Before
that, it was hard to decide which patterns
of cognitive impairment were of theoretical
importance. Similarly, the computational model-
ling activities of computational cognitive
scientists are often informed to a large extent
by pre-computational psychological theories.

Ask yourself, what colour is this stop-sign?
The Stroop effect dictates that you may feel
compelled to say “red”, even though you see
that it is green.

Finally, the selection of tasks by cognitive
neuroscientists for their brain-imaging studies
is influenced by the theoretical and empirical
efforts of cognitive psychologists.

Limitations

In spite of cognitive psychology’s enormous
contributions to our knowledge of human
cognition, the approach has various limitations.
We will briefly consider five such limitations
here. First, how people behave in the laboratory
may differ from how they behave in everyday
life. The concern is that laboratory research
lacks ecological validity — the extent to which

KEY TERMS

cognitive neuropsychology: an approach that
involves studying cognitive functioning in brain-
damaged patients to increase our understanding
of normal human cognition.

ecological validity: the extent to which
experimental findings are applicable to everyday
settings.
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the findings of laboratory studies are applicable
to everyday life. In most laboratory research,
for example, the sequence of stimuli presented
to the participant is based on the experimenter’s
predetermined plan and is not influenced by
the participant’s behaviour. This is very different
to everyday life, in which we often change the
situation to suit ourselves.

Second, cognitive psychologists typically
obtain measures of the speed and accuracy of
task performance. These measures provide only
indirect evidence about the internal processes
involved in cognition. For example, it is often
hard to decide whether the processes underlying
performance on a complex task occur one at
a time (serial processing), with some overlap
in time (cascade processing), or all at the same
time (parallel processing). As we will see, the
brain-imaging techniques used by cognitive neuro-
scientists can often clarify what is happening.

Third, cognitive psychologists have often
put forward theories expressed only in verbal
terms. Such theories tend to be vague, making
it hard to know precisely what predictions
follow from them. This limitation can largely
be overcome by developing computer models
specifying in detail the assumptions of any
given theory. This is how computational cognitive
scientists (and, before them, developers of math-
ematical models) have contributed to cognitive
psychology.

Fourth, the findings obtained using any
given experimental task or paradigm are some-
times specific to that paradigm and do not
generalise to other (apparently similar) tasks.
This is paradigm specificity, and it means that
some of the findings in cognitive psychology
are narrow in scope. There has been relatively
little research in this area, and so we do not know
whether the problem of paradigm specificity is
widespread.

Fifth, much of the emphasis within cognitive
psychology has been on relatively specific
theories applicable only to a narrow range of
cognitive tasks. What has been lacking is a
comprehensive theoretical architecture. Such
an architecture would clarify the interrelationships
among different components of the cognitive

system. Various candidate cognitive architectures
have been proposed (e.g., Anderson’s Adaptive
Control of Thought-Rational (ACT-R) model;
discussed later in the chapter). However, the
research community has not abandoned specific
theories in favour of using cognitive architectures,
because researchers are not convinced that any
of them is the “one true cognitive architecture”.

COGNITIVE
NEUROSCIENCE:
THE BRAIN IN ACTION

As indicated earlier, cognitive neuroscience
involves intensive study of the brain as well as
behaviour. Alas, the brain is complicated (to
put it mildly!). It consists of about 50 billion
neurons, each of which can connect with up
to about 10,000 other neurons.

To understand research involving functional
neuroimaging, we must consider how the brain
is organised and how the different areas are
described. Various ways of describing specific
brain areas are used. We will discuss two of
the main ways. First, the cerebral cortex is
divided into four main divisions or lobes (see
[Figure 1.3)). There are four lobes in each brain
hemisphere: frontal, parietal, temporal, and
occipital. The frontal lobes are divided from
the parietal lobes by the central sulcus (sulcus
means furrow or groove), the lateral fissure
separates the temporal lobes from the parietal
and frontal lobes, and the parieto-occipital sulcus
and pre-occipital notch divide the occipital lobes
from the parietal and temporal lobes. The main

KEY TERMS

paradigm specificity: this occurs when the
findings obtained with a given paradigm or
experimental task are not obtained even when
apparently very similar paradigms or tasks are
used.

sulcus: a groove or furrow in the brain.
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Central sulcus .
Parietal lobe

Frontal lobe
A . -
Parieto-occipital
& / sulcus

bt
) ) / //\ Occipital lobe
The four / 5l /

lobes, or d'V'S'OF!S' of the Temporal lobe Pre-occipital
cerebral cortex in the left notch
hemisphere.

gyri (or ridges; gyrus is the singular) within the

cerebral cortex are shown in
Researchers use various terms to describe

more precisely the area(s) of the brain activated

during the performance of a given task. Some
of the main terms are as follows:

dorsal: superior or towards the top
ventral: inferior or towards the bottom
anterior: towards the front

posterior: towards the back

lateral: situated at the side

medial: situated in the middle

Second, the German neurologist Korbinian
Brodmann (1868-1918) produced a cytoarchi-
tectonic map of the brain based on variations
in the cellular structure of the tissues (see

[Figure 1.4). Many (but not all) of the areas

KEY TERMS

gyri: ridges in the brain (“gyrus” is the singular).
cytoarchitectonic map: a map of the brain based
on variations in the cellular structure of tissues.

The Brodmann Areas of the brain.
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identified by Brodmann correspond to func-
tionally distinct areas. We will often refer to
areas such as BA17, which simply means
Brodmann Area 17.

Techniques for studying the brain

Technological advances mean we have numerous
exciting ways of obtaining detailed information
about the brain’s functioning and structure. In
principle, we can work out where and when in
the brain specific cognitive processes occur. Such
information allows us to determine the order
in which different parts of the brain become
active when someone performs a task. It also
allows us to find out whether two tasks involve

the same parts of the brain in the same way
or whether there are important differences.
Information concerning techniques for
studying brain activity is contained in the box
below. Which of these techniques is the best?
There is no single (or simple) answer. Each
technique has its own strengths and limitations,
and so researchers focus on matching the
technique to the issue they want to address.
At the most basic level, the various techniques
vary in the precision with which they identify
the brain areas active when a task is performed
(spatial resolution), and the time course of
such activation (temporal resolution). Thus,
the techniques differ in their ability to provide
precise information concerning where and

Techniques for studying brain activity

e Single-unit recording: This technique
(also known as single-cell recording) involves
inserting a micro-electrode one |10,000th of
a millimetre in diameter into the brain to study
activity in single neurons. This is a very sensitive
technique, since electrical charges of as little
as one-millionth of a volt can be detected.

* Event-related potentials (ERPs): The
same stimulus is presented repeatedly,
and the pattern of electrical brain activity
recorded by several scalp electrodes is aver-
aged to produce a single waveform. This
technique allows us to work out the timing
of various cognitive processes.

* Positron emission tomography (PET):
This technique involves the detection of
positrons, which are the atomic particles
emitted from some radioactive substances.
PET has reasonable spatial resolution but poor
temporal resolution, and it only provides an
indirect measure of neural activity.

* Functional magnetic resonance imaging
(fMRI): This technique involves imaging blood
oxygenation using an MRI machine (described
later). fMRI has superior spatial and temporal
resolution to PET, but also only provides an
indirect measure of neural activity.

* Event-related functional magnetic res-
onance imaging (efMRI):This is a type of
fMRI that compares brain activation associated
with different “events”. For example, we could
see whether brain activation on a memory
test differs depending on whether partici-
pants respond correctly or incorrectly.

* Magneto-encephalography (MEG):This
technique involves measuring the magnetic
fields produced by electrical brain activity. It
provides fairly detailed information at the
millisecond level about the time course of
cognitive processes, and its spatial resolution
is reasonably good.

* Transcranial magnetic stimulation
(TMS): This is a technique in which a coil is
placed close to the participant’s head and a
very brief pulse of current is run through it.
This produces a short-lived magnetic field that
generally inhibits processing in the brain area
affected. It can be regarded as causing a very
brief “lesion”, a lesion being a structural altera-
tion caused by brain damage. This technique
has (jokingly!) been compared to hitting some-
one’s brain with a hammer. As we will see, the
effects of TMS are sometimes more complex
than our description of it would suggest.
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when brain activity occurs. The spatial and
temporal resolutions of various techniques are
shown i . High spatial and temporal
resolutions are advantageous if a very detailed
account of brain functioning is required. In
contrast, low temporal resolution can be more
useful if a general overview of brain activity
during an entire task is needed.

We have introduced the main techniques
for studying the brain. In what follows, we
consider each of them in more detail.

Single-unit recording
As indicated already, single-unit recording
permits the study of single neurons. One of the
best-known applications of this technique was
bylHubel and Wiesel (1962,]1979) in research
on the neurophysiology of basic visual processes
in cats and monkeys. They found simple and
complex cells in the primary visual cortex, both
of which responded maximally to straight-line
stimuli in a particular orientation (se
[2). Hubel and Wiesel’s findings were so clear-
cut that they influenced several subsequent
theories of visual perception (e.g.,
).
The single-unit (or cell) recording technique

is more fine-grain than other techniques.
Another advantage is that information about

neuronal activity can be obtained over time
periods ranging from small fractions of a second
up to several hours or even days. However, the
technique can only provide information about
activity at the level of single neurons, and
so other techniques are needed to assess the
functioning of larger cortical areas.

Event-related potentials

The electroencephalogram (EEG) is based on
recordings of electrical brain activity measured
at the surface of the scalp. Very small changes
in electrical activity within the brain are picked
up by scalp electrodes. These changes can be
shown on the screen of a cathode-ray tube
using an oscilloscope. However, spontaneous
or background brain activity sometimes obscures
the impact of stimulus processing on the EEG

KEY TERMS

single-unit recording: an invasive technique
for studying brain function, permitting the study
of activity in single neurons.
electroencephalogram (EEG): a device for
recording the electrical potentials of the brain
through a series of electrodes placed on the
scalp.
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recording. This problem can be solved by
presenting the same stimulus several times.
After that, the segment of EEG following each
stimulus is extracted and lined up with respect
to the time of stimulus onset. These EEG segments
are then simply averaged together to produce a
single waveform. This method produces event-
related potentials (ERPs) from EEG recordings
and allows us to distinguish genuine effects of
stimulation from background brain activity.

ERPs have very limited spatial resolution
but their temporal resolution is excellent. Indeed,
they can often indicate when a given process
occurred to within a few milliseconds. The ERP
waveform consists of a series of positive (P) and
negative (N) peaks, each described with reference
to the time in milliseconds after stimulus presen-
tation. Thus, for example, N400 is a negative
wave peaking at about 400 ms.

Here is an example showing the value of
ERPs in resolving theoretical controversies
(discussed more fully in[Chapter 10). It has
often been claimed that readers take longer to
detect semantic mismatches in a sentence when
detection of the mismatch requires the use of
world knowledge than when it merely requires
a consideration of the words in the sentence.
An example of the former type of sentence is,
“The Dutch trains are white and very crowded”
(they are actually yellow), and an example of
the latter sentence type is, “The Dutch trains
are sour and very crowded”.lﬂgioort, Hald,

[Bastiaansen, and Petersson (2004) used N400
as a measure of the time to detect a semantic
mismatch. There was no difference in N400
between the two conditions, suggesting there
is no time delay in utilising world knowledge.

ERPs provide more detailed information
about the time course of brain activity than most
other techniques. For example, a behavioural
measure such as reaction time typically provides
only a single measure of time on each trial,
whereas ERPs provide a continuous measure.
However, ERPs do not indicate with any pre-
cision which brain regions are most involved
in processing, in part because the presence of
skull and brain tissue distorts the electrical
fields created by the brain. In addition, ERPs

are mainly of value when stimuli are simple
and the task involves basic processes (e.g.,
target detection) occurring at a certain time
after stimulus onset. For example, it would not
be feasible to study most complex forms of
cognition (e.g., problem solving) with ERPs.

Positron emission tomography (PET)
Positron emission tomography is based on the
detection of positrons, which are the atomic
particles emitted by some radioactive substances.
Radioactively labelled water (the tracer) is
injected into the body, and rapidly gathers in
the brain’s blood vessels. When part of the
cortex becomes active, the labelled water moves
rapidly to that place. A scanning device next
measures the positrons emitted from the
radioactive water. A computer then translates
this information into pictures of the activity
levels in different brain regions. It may sound
dangerous to inject a radioactive substance.
However, tiny amounts of radioactivity are
involved, and the tracer has a half-life of only
2 minutes, although it takes 10 minutes for the
tracer to decay almost completely.

PET has reasonable spatial resolution, in
that any active area within the brain can be
located to within 5-10 millimetres. However,
it suffers from various limitations. First, it has
very poor temporal resolution. PET scans indicate
the amount of activity in each region of the
brain over a period of 30-60 seconds. PET
cannot assess the rapid changes in brain activity
associated with most cognitive processes.
Second, PET provides only an indirect meas-
ure of neural activity. A{ Anderson, Holliday, |
Singh, and Harding (1996} p. 423) pointed
out, “Changes in regional cerebral blood flow,
reflected by changes in the spatial distribution
of intravenously administered positron emitted
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event-related potentials (ERPs): the pattern
of electroencephalograph (EEG) activity obtained
by averaging the brain responses to the same
stimulus presented repeatedly.
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radioisotopes, are assumed to reflect changes
in neural activity.” This assumption may be
more applicable to early stages of processing.
Third, PET is an invasive technique because
participants are injected with radioactively
labelled water. This makes it unacceptable to
some potential participants.

Magnetic resonance imaging
(MRI and fMRI)

In magnetic resonance imaging (MRI), radio
waves are used to excite atoms in the brain.
This produces magnetic changes detected by
a very large magnet (weighing up to 11 tons)
surrounding the patient. These changes are
then interpreted by a computer and turned into
a very precise three-dimensional picture. MRI
scans can be obtained from numerous different
angles but only tell us about the structure of
the brain rather than about its functions.

Cognitive neuroscientists are generally more
interested in brain functions than brain structure.
Happily enough, MRI technology can provide
functional information in the form of func-
tional magnetic resonance imaging (fMRI).
Oxyhaemoglobin is converted into deoxyhae-
moglobin when neurons consume oxygen, and
deoxyhaemoglobin produces distortions in the
local magnetic field. This distortion is assessed
by fMRI, and provides a measure of the con-
centration of deoxyhaemoglobin in the blood.
Technically, what is measured in fMRI is known
as BOLD (blood oxygen-level-dependent con-
trast). Changes in the BOLD signal produced
by increased neural activity take some time to
occur, so the temporal resolution of fMRI is about
2 or 3 seconds. However, its spatial resolution
is very good (approximately 1 millimetre). Since
the temporal and spatial resolution of fMRI
are both much better than those of PET, fMRI
has largely superseded PET.

Suppose we want to understand why
participants in an experiment remember some
items but not others. This issue can be addressed
by using event-related fMRI (efMRI), in which
we consider each participant’s patterns of brain
activation separately for remembered and non-
remembered items|Wagner et al. (1998) recorded

The magnetic resonance imaging (MRI) scanner
has proved an extremely valuable source of data
in psychology.

fMRI while participants learned a list of words.
About 20 minutes later, the participants were
given a test of recognition memory on which
they failed to recognise 12% of the words.
Did these recognition failures occur because
of problems during learning or at retrieval?
Wagner answered this question by using event-
related fMRI, comparing brain activity during
learning for words subsequently recognised
with that for words not recognised. There was
more brain activity in the prefrontal cortex
and hippocampus for words subsequently
remembered than for those not remembered.
These findings suggested that forgotten words
were processed less thoroughly than remembered
words at the time of learning.

What are the limitations of fMRI? First,
it provides a somewhat indirect measure of
underlying neural activity. Second, there are
distortions in the BOLD signal in some brain
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BOLD: blood oxygen-level-dependent contrast;
this is the signal that is measured by fMRI.
event-related functional magnetic imaging
(efMRI): this is a form of functional
magnetic imaging in which patterns of

brain activity associated with specific events
(e.g., correct versus incorrect responses on

a memory test) are compared.
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Can cognitive neuroscientists read our brains/minds?

There is increasing evidence that cognitive neuro-
scientists can work out what we are looking at
just by considering our brain activity. For example,
Haxby, Gobbini, Furey, Ishai, Schouten, and Pietrini
(2001)] asked participants to look at pictures
belonging to eight different categories (e.g., cats,
faces, houses) while fMRI was used to assess
patterns of brain activity.The experimenters accur-
ately predicted the category of object being
looked at by participants on 96% of the trials!

| Kay, Naselaris, Prenger, and Gallant (2008)|
argued that most previous research on “brain
reading” was limited in two ways. First, the visual
stimuli were much less complex than those we
encounter in everyday life. Second, the experi-
menters’ task of predicting what people were
looking at was simplified by comparing their
patterns of brain activity on test trials to those
obtained when the same objects or categories
had been presented previously. Kay et al. over-
came both limitations by presenting their two
participants with 120 novel natural images that
were reasonably complex.The fMRI data permitted
correct identification of the image being viewed

regions (e.g., close to sinuses; close to the oral
cavity). For example, it is hard to obtain accurate
measures from orbitofrontal cortex.

Third, the scanner is noisy, which can cause
problems for studies involving the presenta-
tion of auditory stimuli. Fourth, some people
(especially sufferers from claustrophobia) find
it uncomfortable to be encased in the scanner.

[Cooke, Peel, Shaw, and Senior (2007) found
that 43% of participants in an fMRI study
reported that the whole experience was at least
a bit upsetting, and 33% reported side effects
(e.g., headaches).

Fifth [Raichle (1997] argued that constructing
cognitive tasks for use in the scanner is “the
real Achilles heel” of fMRI research. There are
constraints on the kinds of stimuli that can be
presented to participants lying in a scanner.
There are also constraints on the kinds of

on 92% of the trials for one participant and on
72% of trials for the other. This is remarkable
accuracy given that chance performance would
be 1/120 or 0.8%!

Why is research on “brain reading” impor-
tant? One reason is because it may prove very
useful for identifying what people are dreaming
about or imagining. More generally, it can reveal
our true feelings about other people[Bartels and
asked people to look at photographs
of someone they claimed to be deeply in love
with as well as three good friends of the same
sex and similar age as their partner. There was
most activity in the medial insula and the anterior
cingulate within the cortex and subcortically in
the caudate nucleus and the putamen when the
photograph was of the loved one. This pattern
of activation differed from that found previously
with other emotional states, suggesting that love
activates a “unique network”
[2004, p. 3829). In future, cognitive neuroscientists
may be able to use “brain reading” techniques
to calculate just how much you are in love with
someone!

responses they can be asked to produce. For
example, participants are rarely asked to respond
using speech because even small movements
can distort the BOLD signal.

Magneto-encephalography (MEG)

Magneto-encephalography (MEG) involves using
a superconducting quantum interference device
(SQUID) to measure the magnetic fields produced
by electrical brain activity. The technology is
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magneto-encephalography (MEG): a
non-invasive brain-scanning technique based on
recording the magnetic fields generated by brain
activity.
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complex, because the size of the magnetic field
created by the brain is extremely small relative
to the earth’s magnetic field. However, MEG
provides very accurate measurement of brain
activity, in part because the skull is virtually
transparent to magnetic fields. That means that
magnetic fields are little distorted by intervening
tissue, which is an advantage over the electrical
activity assessed by the EEG.

Overall, MEG has excellent temporal res-
olution (at the millisecond level) and often has
very good spatial resolution as well. However,
using MEG is extremely expensive, because
SQUIDs need to be kept very cool by means
of liquid helium, and recordings are taken
under magnetically shielded conditions.

[Anderson et al. (1996) used MEG to study
the properties of an area of the visual cortex
known as V5 or MT (see Chapter 2). This area
was responsive to motion-contrast patterns,
suggesting that its function is to detect objects
moving relative to their background. Anderson
et al. also found using MEG that V5 or MT
was active about 20 ms after V1 (primary visual
cortex) in response to motion-contrast patterns.
These findings suggested that some basic visual
processing precedes motion detection.

People sometimes find it uncomfortable to
take part in MEG studies.|Cooke et al. (2007)|
found that 35% of participants reported that
the experience was “a bit upsetting”. The same
percentage reported side effects (e.g., muscle
aches, headaches).

Transcranial magnetic stimulation
(TMS)

Transcranial magnetic stimulation (TMS) is a
technique in which a coil (often in the shape
of a figure of eight) is placed close to the
participant’s head, and a very brief (less than
1 ms) but large magnetic pulse of current is run
through it. This causes a short-lived magnetic
field that generally (but not always) leads to
inhibited processing activity in the affected area
(typically about 1 cubic centimetre in extent).
More specifically, the magnetic field created
leads to electrical stimulation in the brain. In
practice, several magnetic pulses are usually

administered in a fairly short period of time;
this is repetitive transcranial magnetic stimulation
(rTMS).

What is an appropriate control condition
against which to compare the effects of TMS?
It might seem as if all that is needed is to
compare performance on a task with and
without TMS. However, TMS creates a loud
noise and some twitching of the muscles at the
side of the forehead, and these effects might
lead to impaired performance. Applying TMS
to a non-critical brain area (one theoretically
not needed for task performance) is often a
satisfactory control condition. The prediction
is that task performance will be worse when
TMS is applied to a critical area than to a
non-critical one.

Why are TMS and rTMS useful? It has been
argued that they create a “temporary lesion”
(a lesion is a structural alteration produced by
brain damage), so that the role of any given
brain area in performing a given task can be
assessed. If TMS applied to a particular brain
area leads to impaired task performance, it is
reasonable to conclude that that brain area is
necessary for task performance. Conversely, if
TMS has no effects on task performance, then
the brain area affected by it is not needed to
perform the task effectively. What is most
exciting about TMS is that it can be used to
show that activity in a particular brain area is
necessary for normal levels of performance on
some task. Thus, we are often in a stronger
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transcranial magnetic stimulation (TMS):
a technique in which magnetic pulses briefly
disrupt the functioning of a given brain area, thus
creating a short-lived lesion; when several pulses
are administered one after the other, the
technique is known as repetitive transcranial
magnetic stimulation (rTMS).

repetitive transcranial magnetic
stimulation (rTMS): the administration of
transcranial magnetic stimulation several
times in rapid succession.
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position to make causal statements about the
brain areas underlying performance when we
use TMS than most other techniques.
" We can see the advantages of using TMS
by considering research discussed more fully in
Cha?ter 3. In a study by|Johnson and Zatorre|
2006), participants performed visual and
auditory tasks separately or together (dual-task
condition). The dorsolateral prefrontal cortex
was only activated in the dual-task condition,
suggesting that this condition required processes
relating to task co-ordination. However, it was
not clear that the dorsolateral prefrontal cortex
was actually necessary for successful dual-task

cognitive neuropsychology. First, the experi-
menter controls the brain area(s) involved with
TMS. Second, it is easy to compare any given
individual’s performance with and without a
lesion with TMS but this is rarely possible with
brain-damaged patients. Third, brain damage
may lead patients to develop compensatory
strategies or to reorganise their cognitive system,
whereas brief administration of TMS does not
produce any such complications.

What are the limitations of TMS? First, it
is not very clear exactly what TMS does to

the brain. It mostly (but not always) reduces
activation in the brain areas affected.[Allen, |

performance. Accordingly, Johnson, Strafella, |

[Pasley, Duong, and Freeman (2007)| applied

and Zatorre (2007)]used the same tasks as
Johnson and Zatorre (2006) while administering
rTMS to the dorsolateral prefrontal cortex.
This caused impaired performance in the dual-
task condition, thus strengthening the argument
that involvement of the dorsolateral prefrontal
cortex is essential in that condition.

TMS can also provide insights into when
any given brain area is most involved in task

performance. For example, [Cracco, Cracco,

[Maccabee, and Amassian (1999) gave participants
the task of detecting letters. Performance was
maximally impaired when TMS was applied to
occipital cortex 80-100 ms after the presentation
of the letters rather than at shorter or longer
delays.

Evaluation
As indicated already, the greatest advantage of
TMS (and rTMS) over neuroimaging techniques
is that it increases our confidence that a given
brain area is necessary for the performance
of some task. TMS allows us to manipulate
or experimentally control the availability of
any part of the brain for involvement in the
performance of some cognitive task. In contrast,
we can only establish associations or correla-
tions between activation in various brain areas
and task performance when using functional
neuroimaging.

TMS can be regarded as producing a brief
“lesion”, but it has various advantages over
research on brain-damaged patients within

rTMS to the early visual cortex of cats not
engaged in any task. rTMS caused an increase
of spontaneous brain activity that lasted up to
1 minute. However, activity in the visual cortex
produced by viewing gratings was reduced by
up to 60% by rTMS, and took 10 minutes to
recover. Such differing patterns suggest that
the effects of TMS are complex.

Second, TMS can only be applied to brain
areas lying beneath the skull but not to areas
with overlying muscle. That limits its overall
usefulness.

Third, it has proved difficult to establish
the precise brain area or areas affected when
TMS is used. It is generally assumed that its
main effects are confined to a relatively small
area. However, fMRI evidence suggests that TMS
pulses can cause activity changes in brain areas

distant from the area of stimulation
). Using fMRI in combination with
TMS can often be an advantage — it sheds light
on the connections between the brain area
stimulated by TMS and other brain areas.

Fourth, there are safety issues with TMS.
For example, it has very occasionally caused
seizures in participants in spite of stringent
rules to try to ensure the safety of participants
in TMS studies.

Fifth, it may be hard to show that TMS
applied to any brain area has adverse effects on
simple tasks. As|Robertson, Théoret, and Pascual{

[Leone (2003} p. 955) pointed out, “With the

inherent redundancy of the brain and its resulting
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high capacity to compensate for disruption
caused by TMS, it is perhaps only through
straining the available neuronal resources with
a reasonably complex task that it becomes
possible to observe behavioural impairment.”

Overall evaluation
Do the various techniques for studying the
brain provide the answers to all our prayers?
Many influential authorities are unconvinced.
For example,[Fodor (1999) argued as follows:
“If the mind happens in space at all, it happens
somewhere north of the neck. What exactly
turns on knowing how far north?” We do not
agree with that scepticism. Cognitive neuroscientists
using various brain techniques have contributed
enormously to our understanding of human
cognition. We have mentioned a few examples
here, but numerous other examples are discussed
throughout the book. The overall impact of
cognitive neuroscience on our understanding
of human cognition is increasing very rapidly.
We will now turn to six issues raised by
cognitive neuroscience. First, none of the brain
techniques provides magical insights into human
cognition. We must avoid succumbing to “the
neuroimaging illusion”. This is the mistaken
view that patterns of brain activation provide
direct evidence concerning cognitive processing.

Weisberg, Keil, Goodstein, Rawson, and Gra
(2008; see|Chapter 14)) found that psychology

students were unduly impressed by explanations
of findings when there was neuroimaging evidence.
In fact, patterns of brain activation are dependent
variables. They are sources of information about
human cognition but need to be interpreted
within the context of other relevant information.

Second, most brain-imaging techniques
reveal only associations between patterns of
brain activation and behaviour (e.g., performance
on a reasoning task is associated with activation
of the prefrontal cortex). Such associations are
basically correlational, and do not demonstrate
that the brain regions activated are essential
for task performance. A given brain region
may be activated because participants have
chosen to use a particular strategy that is not
the only one that could be used to perform the

task. Alternatively, some brain activation might
occur because participants have worries about
task performance or because they engage in
unnecessary monitoring of their performance.

Transcranial magnetic stimulation offers a
partial solution to the causality issue. We can
show that a given brain area is necessary for
the performance of a task by finding that TMS
disrupts that performance. Accordingly, TMS
is a technique of special importance.

Third, most functional neuroimaging research
is based on the assumption of functional spe-
cialisation, namely, that each brain region is
specialised for a different function. This notion
became very popular 200 years ago with the
advent of phrenology (the notion that individual
differences in various mental faculties are revealed
by bumps in the skull). Phrenology (advocated
by Gall and Spurzheim) is essentially useless,
but there is a grain of truth in the idea that
fMRI is “phrenology with magnets” (Steve
Hammett, personal communication).

i The assumption of functional specialisation

has some justification when we focus on relatively
basic or low-level processes. For example, one
part of the brain specialises in colour processing
and another area in motion processing (see
[Chapter 2). However, higher-order cognitive
functions are not organised neatly and tidily. For
example, the dorsolateral prefrontal cortex is
activated during the performance of an enormous
range of complex tasks requiring the use of
executive functions (see).

Cognitive neuroscientists have increasingly
accepted that there is substantial integration
and co-ordination across the brain and that
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functional specialisation: the assumption
that each brain area or region is specialised for
a specific function (e.g., colour processing;

face processing).

phrenology: the notion that each mental
faculty is located in a different part of the brain
and can be assessed by feeling bumps on the
head.
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Phrenology (developed by German physician
Franz Joseph Gall in 1796) is the notion that
individual differences in various mental faculties
are revealed by bumps in the skull. This
phrenology chart, from the People’s Cyclopedia
of Universal Knowledge (1883), demarcates
these areas.

functional specialisation is not always found.
Such functional integration can be studied
by correlating activity across different brain
regions — if a network of brain areas is involved
in a particular process, then activity in all of
them should be positively correlated when
that process occurs. Let us consider the brain
areas associated with conscious perception
(seq Chapter 14)|Melloni, Molina, Pena, Torres
Singer, and Rodriguez (2007)| assessed EEG

activity at several brain sites for words that were
or were not consciously perceived. Conscious
perception was associated with synchronised
activity across large areas of the brain.
Fourth, there is the issue of whether functional
neuroimaging research is relevant to testin,
cognitive theories. According to[Page (2004,
p. 428), “The additional dependent variable

g9

that imaging data represents is often one about
which cognitive theories make no necessary
predictions. It is, therefore, inappropriate to
use such data to choose between such theories.”
However, that argument has lost some of its force
in recent years. We have increased knowledge
of where in the brain many psychological
processes occur, and that makes it feasible to
use psychological theories to predict patterns
of brain activation.

Functional neuroimaging findings are
often of direct relevance to resolving theoretical
controversies within cognitive psychology. Here,
we will briefly discuss two examples. Our first
example concerns the controversy about the
nature of visual imagery (seq Chapter J) {Kosslyrf

argued that visual imagery uses the
same processes as visual perception, whereas
[Pylyshyn (2000)| claimed that visual imagery
involves making use of propositional knowledge
about what things would look like in the
imagined situation. Most behavioural evidence
is inconclusive. However{Kosslyn and Thompson|
found in a meta-analysis of functional
neuroimaging studies that visual imagery is
generally associated with activation in the
primary visual cortex or BA17 (activated during
the early stages of visual perception). These
findings strongly suggest that similar processes
are used in imagery and perception.

Our second example concerns the processing
of unattended stimuli (see . Historically,
some theorists (e.g., Deutsch & Deutsch, 1963)
argued that even unattended stimuli receive
thorough processing. Studies using event-related
potentials (ERPs; see[Glossary] showed that
unattended stimuli (visual and auditory) were
less thoroughly processed than attended stimuli
even shortly after stimulus presentation (see[Luck]

[1998] for a review). For example, in an ERP
study byl Martinez et al. (1999), attended visual
displays produced a greater first positive wave
about 70-75 ms after stimulus presentation and
a greater first negative wave at 130-140 ms.

Fifth, when researchers argue that a given
brain region is active during the performance
of a task, they mean it is active relative to some
baseline. What is an appropriate baseline? We
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might argue that the resting state (e.g., participant
rests with his/her eyes shut) is a suitable baseline
condition. This might make sense if the brain
were relatively inactive in the resting state and
only showed much activity when dealing with
immediate environmental demands. In fact,
the increased brain activity occurring when
participants perform a task typically adds only
a modest amount (5% or less) to resting brain
activity. Why is the brain so active even when
the environment is unstimulating? Patterns of
brain activity are similar in different states of
consciousness including coma, anaesthesia, and
slow-wave sleep [Boly et al., 200§), suggesting
that most intrinsic brain activity reflects basic
brain functioning.

It is typically assumed in functional
neuroimaging research that task performance
produces increased brain activity reflecting task
demands. In fact, there is often decreased brain
activity in certain brain regions across several
tasks and relative to various baseline conditions
(see| Raichle & Snyder, 2007 for a review).
As Raichle and Synder (p. 1085) concluded,
“Regardless of the task under investigation,
the activity decreases almost always included
the posterior cingulate and adjacent precuneus,
a region we nicknamed MMPA for ‘medial
mystery parietal area’.” Thus, brain functioning
is much more complex than often assumed.

Sixth, we pointed out earlier that much
research in cognitive psychology suffers from
a relative lack of ecological validity (applicability
to everyday life) and paradigm specificity
(findings do not generalise from one paradigm
to others). The same limitations apply to cognitive
neuroscience since cognitive neuroscientists
generally use tasks previously developed by
cognitive psychologists. Indeed, the problem
of ecological validity may be greater in cognitive
neuroscience. Participants in studies using
fMRI (the most used technique) lie on their
backs in somewhat claustrophobic and noisy
conditions and have only restricted movement
— conditions differing markedly from those of
everyday life!

[Gutchess and Park (2006] investigated
whether participants performing a task in the

distracting conditions of the fMRI environment
are disadvantaged compared to those performing
the same task under typical laboratory conditions.
Long-term recognition memory was significantly
worse in the fMRI environment. This is potentially
important, because it suggests that findings
obtained in the fMRI environment may not
generalise to other settings.

COGNITIVE
NEUROPSYCHOLOGY

Cognitive neuropsychology is concerned with
the patterns of cognitive performance (intact
and impaired) shown by brain-damaged patients.
These patients have suffered lesions — structural
alterations within the brain caused by injury or
disease. According to cognitive neuropsychologists,
the study of brain-damaged patients can tell
us much about normal human cognition. We
can go further. Asf McCloskey (2001} p. 594)
pointed out, “Complex systems often reveal
their inner workings more clearly when they
are malfunctioning than when they are running
smoothly.” He described how he only began
to discover much about his laser printer when
it started misprinting things.

We can gain insight into the cognitive neuro-
psychological approach by considering a brain-
damaged patient (AC) studied b

Inglis, Cupples, Michie, Bates, and Budd (1998).

AC was a 67-year-old man who had suffered
several strokes, leading to severe problems with
object knowledge. If we possess a single system
for object knowledge, then AC should be severely
impaired for all aspects of object recognition.
That is not what Coltheart et al. found. AC
seemed to possess practically no visual information

KEY TERM

lesions: structural alterations within the brain
caused by disease or injury.



| APPROACHES TO HUMAN COGNITION

about objects (e.g., the colours of animals;
whether certain species possess legs). However,
AC was right 95% of the time when classifying
animals as dangerous or not and had a 90%
success rate when deciding which animals are
normally eaten. He was also right over 90%
of the time when asked questions about auditory
perceptual knowledge of animals (“Does it make
a sound?”).

What can we conclude from the study of
AC? First, there is probably no single object
knowledge system. Second, our stored knowledge
of the visual properties of objects is probably
stored separately from our stored knowledge
of other properties (e.g., auditory, olfactory).
Most importantly, however, we have discovered
something important about the organisation
of object knowledge without considering where
such information is stored. Since cognitive
neuropsychology focuses on brain-damaged
individuals, it is perhaps natural to assume it
would relate each patient’s cognitive impair-
ments to his/her regions of brain damage.
That was typically not the case until fairly
recently. However, cognitive neuropsychologists
increasingly take account of the brain, using
techniques such as magnetic resonance imaging

(MRI; sed Glossary) to identify the brain areas

damaged in any given patient.

Theoretical assumptions
[Coltheart (2001) |described very clearly the
main theoretical assumptions of cognitive
neuropsychology, and his analysis will form
the basis of our account. One key assumption
is that of modularity, meaning that the cogni-
tive system consists of numerous modules or
processors operating relatively independently
of or separately from each other. It is assumed
that these modules exhibit domain specificity,
meaning they respond only to one particular
class of stimuli. For example, there may be
a face-recognition module that responds only
when a face is presented.

The modularity assumption may or may not
be correct.rgued that humans

possess various input modules involved in

encoding and recognising perceptual inputs.
As we will see inthe processing of
various aspects of visual stimuli (e.g., colour,
form, motion) occurs in specific brain areas
and seems to be domain-specific.

also argued that the central
system (involved in higher-level processes such
as thinking and reasoning) is #ot modular. For
example, attentional processes appear to be
domain-independent in that we can attend
to an extremely wide range of external and
internal stimuli. However, some evolutionary
psychologists have argued that most information-
processing systems are modular — the “massive
modularity hypothesis” (seq Barrett & Kurzban]
for a review). The argument is that,
complex processing will be more efficient if
we possess numerous specific modules than if
we possess fewer general processing functions.
The debate continues. However, we probably
have some general, domain-independent pro-
cessors to co-ordinate and integrate the outputs

of the specific modules or processors (see
[Chapter 14).

The second major assumption of cognitive
neuropsychology is that of anatomical modular-
ity. According to this assumption, each module
is located in a specific and potentially identifi-
able area of the brain. Why is this assumption
important? In essence, cognitive neuropsychol-
ogists are likely to make most progress when
studying patients having brain damage limited
to a single module. Such patients may not exist
if the assumption of anatomical modularity is
incorrect. For example, suppose all modules
were distributed across large areas of the brain.

KEY TERMS

modularity: the assumption that the cognitive
system consists of several fairly independent
processors or modules.

domain specificity: the notion that a given
module or cognitive process responds selectively
to certain types of stimuli (e.g., faces) but not
others.




COGNITIVE PSYCHOLOGY: A STUDENT’S HANDBOOK

If so, the great majority of brain-damaged
patients would suffer damage to most modules,
and it would be impossible to work out the
number and nature of modules they possessed.
There is some evidence for anatomical modularity
in the visual processing system (sed Chapter J).
However, there is less support for anatomical
modularity with many complex tasks. For ex-
ample,| Duncan and Owen (2000)| found that
the same areas within the frontal lobes were
activated when very different complex tasks
were being performed.
The third major assumption is what
[Coltheart (2001] p. 10) called “uniformity of
functional architecture across people”. Suppose
this assumption is actually false, and there are
substantial individual differences in the arrange-
ment of modules. We would not be able to use
the findings from individual patients to draw
conclusions about other people’s functional
architecture. We must certainly hope the assump-
tion of uniformity of functional architecture is
correct. Why is that? According to[Coltheart ]
[(2001], p. 10), “This assumption is not peculiar
to cognitive neuropsychology; it is widespread
throughout the whole of cognitive psychology.
Thus, if this assumption is false, that’s not just
bad news for cognitive neuropsychology; it is
bad news for all of cognitive psychology.”
The fourth assumption is that of subtractiv-
ity: “Brain damage can impair or delete existing
boxes or arrows in the system, but cannot
introduce new ones: that is, it can subtract from
the system, but cannot add to it”
p. 10). (In case you are wondering,
“boxes” refers to modules and “arrows” to
the connections between modules.) Why is the
subtractivity assumption important? Suppose
it is incorrect and patients develop new modules
to compensate for the cognitive impairments
caused by brain damage. That would make it
very hard to learn much about intact cognitive
systems by studying brain-damaged patients.
The subtractivity assumption is more likely to
be correct when brain damage occurs in adult-
hood (rather than childhood) and when cognitive
performance is assessed shortly after the onset
of brain damage.

Research in cognitive

neuropsychology

How do cognitive neuropsychologists set about
understanding the cognitive system? Of major
importance is the search for a dissociation,
which occurs when a patient performs normally
on one task (task X) but is impaired on a
second task (task Y). For example, the great
majority of amnesic patients perform almost
normally on short-term memory tasks but are
greatly impaired on many long-term memory
tasks (se ). It is tempting (but potenti-
ally dangerous!) to use such findings to argue
that the two tasks involve different processing
modules and that the module or modules
needed on long-term memory tasks have been
damaged by brain injury.

We need to avoid drawing sweeping
conclusions from dissociations. A patient may
perform well on one task but poorly on a
second task simply because the second task is
more complex than the first rather than because
the second requires specific modules affected
by brain damage.

The agreed solution to the above problem
is to look for double dissociations. A double
dissociation between two tasks (X and Y) is
shown when one patient performs normally
on task X and at an impaired level on task Y,
whereas another patient performs normally on
task Y and at an impaired level on task X. If
a double dissociation can be shown, we cannot
explain the findings away as occurring because
one task is harder. Here is a concrete example

KEY TERMS

dissociation: as applied to brain-damaged
patients, normal performance on one task
combined with severely impaired performance
on another task.

double dissociation: the finding that some
individuals (often brain-damaged) do well on
task A and poorly on task B, whereas others
show the opposite pattern.
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of a double dissociation. Amnesic patients have
severely impaired performance on many tasks
involving long-term memory but essentially
intact performance on tasks involving short-
term memory (see[Chapter 6). There are also
other patients whose short-term memory is
more impaired than their long-term memory
(se). This double dissociation suggests
that different modules underlie short-term and
long-term memory.

The existence of double dissociations provides
reasonable evidence that two systems are at
work, one required for task X and the other
needed for task Y. However, there are limitations
with the use of double dissociations. First, as
[Dunn and Kirsner (2003)|pointed out, here is
the ideal scenario: module A is required only
on task X and module B only on task Y, and
there are patients having damage only to
module A and others having damage only to
module B. In fact, of course, reality is typically
far messier than that, making it hard to interpret
most findings. Second, the literature contains
hundreds of double dissociations, only some
having genuine theoretical relevance. It is not
easy to decide which double dissociations
are important. Third, double dissociations can
provide evidence of the existence of two separ-
ate systems but are of little use when trying to
show the existence of three or four systems.

For the sake of completeness, we will briefly
consider associations. An association occurs
when a patient is impaired on task X and is
also impaired on task Y. Historically, there was
much emphasis on associations of symptoms.
It was regarded as of central importance to
identify syndromes, certain sets of symptoms
or impairments usually found together. A
syndrome-based approach allows us to assign
brain-damaged patients to a fairly small number
of categories. However, there is a fatal flaw
with the syndrome-based approach: associations
can occur even if tasks X and Y depend on
entirely separate processing mechanisms or
modules if these mechanisms are adjacent
in the brain. Thus, associations often tell us
nothing about the functional organisation of
the brain.

Groups vs. individuals

Should cognitive neuropsychologists carry out
group studies (in which patients with the same
symptoms or syndromes are considered together)
or single-case studies? In most psychological
research, we have more confidence in findings
based on fairly large groups of participants.
However, the group-based approach is problematic
when applied to cognitive neuropsychological
research because patients typically vary in their
patterns of impairment. Indeed, every patient
can be regarded as unique just as snowflakes

are different from each other
). The key problems with group

studies are that, “(a) aggregating (combining) data

over patients requires the assumption that the

patients are homogenous (uniform) with respect

to the nature of their deficits, but (b) that regardless

of how patients are selected, homogeneity of
deficits cannot be assumed a priori (and indeed

is unlikely when deficits are characterised at the

level of detail required for addressing issues of
current interest in the study of normal cognition)”

[McCloskey, 2001}, pp. 597-598).

However, it is useful to conduct group studies
in the early stages of research; they can provide
a broad-brush picture, and can be followed by
single-case studies to fill in the details. However,
the single-case approach also has problems. As
p. 433) argued, “A selective
impairment found in a particular task in some
patient could just reflect: the patient’s idiosyn-
cratic strategy, the greater difficulty of that task
compared with the others, a premorbid lacuna
(gap) in that patient, or the way a reorganised
system but not the original system operates.”
These problems can be overcome to some extent
by replicating the findings from a single case

KEY TERMS

association: concerning brain damage, the
finding that certain symptoms or performance
impairments are consistently found together in
numerous brain-damaged patients.
syndromes: labels used to categorise patients
on the basis of co-occurring symptoms.
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or patient by studying further single cases (the
multiple single-patient study method).

Here is another argument in favour of single-
case studies. When cognitive neuropsychologists
carry out a case study, they are generally interested
in testing some theory. The theory being tested
is like a large and complicated jigsaw puzzle,
and the individual patients are like very small
jigsaw pieces. If the theory is correct, patients
with very different symptoms will nevertheless
fit into the jigsaw puzzle. Conversely, if the
theory is incorrect, some patients (jigsaw pieces)
will not fit the theory (jigsaw puzzle). However,
most of the pieces are very small, and it may
be a long time before we see a coherent picture.
Thus, it is advantageous that patients differ
from each other - it means the underlying
theory is exposed to many different tests.

Limitations

What are the limitations of the cognitive
neuropsychological approach? First, it is generally
assumed that the cognitive performance of brain-
damaged patients provides fairly direct evidence
of the impact of brain damage on previously
normal cognitive systems. However, some of the
impact of brain damage on cognitive performance
may be camouflaged because patients develop
compensatory strategies to help them cope with
their brain damage. For example, consider
patients with pure alexia, a condition in which
there are severe reading problems. Such patients
manage to read words by using the compensatory
strategy of identifying each letter separately.

Second, much research on cognitive neuro-
psychology is based on the seriality assumption
[Harley, 2004)), according to which processing
is serial and proceeds from one module to
another. However, the brain consists of about
50 billion interconnected neurons and several
different brain regions are activated in an
integrated way during the performance of tasks
(se). Thus, the seriality assumption
appears to be incorrect.

Third, cognitive neuropsychology would
be fairly straightforward if most patients had
suffered damage to only oze module. In practice,
however, brain damage is typically much more

extensive than that. When several processing
modules are damaged, it is often difficult to
make sense of the findings.

Fourth, there are often large differences
among individuals having broadly similar brain
damage in terms of age, expertise, and educa-
tion. These differences may have important
consequences. For example, extensive practice
can produce large changes in the brain areas
activated during the performance of a task (see

[Chapter 3). The implication is that the effects
of any given brain damage on task performance
would probably vary depending on how much
previous practice patients had had on the task
in question.

Fifth, cognitive neuropsychology has often
been applied to relatively specific aspects of
cognitive functioning. Take research on language.
There has been a substantial amount of work
on the reading and spelling of individual words
by brain-damaged patients, but much less on

text comprehension [Harley, 2004). However,

cognitive neuropsychologists have recently studied

more general aspects of cognition such as think-
ing and reasoning (see|Chapter 14).

COMPUTATIONAL
COGNITIVE SCIENCE

We will start by drawing a distinction between
computational modelling and artificial intelligence.
Computational modelling involves programming
computers to model or mimic some aspects
of human cognitive functioning. In contrast,

KEY TERMS

computational cognitive science:

an approach that involves constructing
computational models to understand human
cognition. Some of these models take account of
what is known about brain functioning as well as
behavioural evidence.

computational modelling: this involves
constructing computer programs that will
simulate or mimic some aspects of human
cognitive functioning; see artificial intelligence.
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artificial intelligence involves constructing
computer systems that produce intelligent
outcomes but the processes involved may bear
little resemblance to those used by humans. For
example, consider the chess program known
as Deep Blue, which won a famous match against
the then World Champion Garry Kasparov on
11 May 1997. Deep Blue considered up to 200
million positions per second, which is radically
different from the very small number focused
on by human chess players (see[Chapter 12).

Computational cognitive scientists develop
computational models to understand human
cognition. A good computational model shows
us how a given theory can be specified and
allows us to predict behaviour in new situ-
ations. Mathematical models were used in
experimental psychology long before the emer-
gence of the information-processing paradigm
(e.g., in IQ testing). These models can be used
to make predictions, but often lack an explana-
tory component. For example, having three
traffic violations is a good predictor of whether
a person is a bad risk for car insurance, but
it is not clear why. A major benefit of the
computational models developed in computa-
tional cognitive science is that they can provide
an explanatory and predictive basis for a phe-
nomenon (e.g.,[Costello & Keane, 2000}.

In the past, many experimental cognitive
psychologists stated their theories in vague
verbal statements, making it hard to decide
whether the evidence fitted the theory. In
contrast, computational cognitive scientists
produce computer programs to represent cogni-
tive theories with all the details made explicit.
Implementing a theory as a program is a good
method for checking it contains no hidden
assumptions or vague terms.

Many issues surround the use of computer
simulations and how they mimic cognitive
processes. [Palmer_and Kimchi (1986) argued
that we should be able to decompose a theory
successively through a number of levels starting
with descriptive statements until we reach a
written program. It should be possible to draw
a line at some level of decomposition and say
that everything above that line is psychologically

plausible or meaningful, whereas everything
below it is not. We need to do this because
parts of any program are there simply because
of the particular programming language being
used and the machine on which the program
is running. For example, to see what the
program is doing, we need to have print
commands in the program showing the outputs
of various stages on the computer’s screen.

Other issues arise about the relationship
between the performance of the program and
human performance |(Costello & Keane, 2000).
It is rarely meaningful to relate the speed of the
program doing a simulated task to the reaction
time taken by human participants, because the
processing times of programs are affected by
psychologically irrelevant features. For example,
programs run faster on more powerful computers.
However, the various materials presented to the
program should result in differences in program
operation time correlating closely with differences
in participants’ reaction times in processing the
same materials. At the very least, the program
should reproduce the same outputs as participants
given the same inputs.

There are more computational models than
you can shake a stick at. However, two main
types are of special importance, and are outlined
briefly here: production system and connectionist
networks.

Production systems

Production systems consist of productions,
each of which consists of an “IF...THEN”
rule. Production rules can take many forms,

KEY TERMS

artificial intelligence: this involves developing
computer programs that produce intelligent
outcomes; see computational modelling.
production rules: “IF ... THEN” or condition—
action rules in which the action is carried out
whenever the appropriate condition is present.
production systems: these consist of
numerous “IF ... THEN” production rules and a
working memory containing information.
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but an everyday example is, “If the green man
is lit up, then cross the road.” In a typical
production system model, there is a long-term
memory containing numerous IF... THEN
rules. There is also a working memory (i.e., a
system holding information that is currently
being processed). If information from the
environment that “green man is lit up” reaches
working memory, it will match the IF-part of
the rule in long-term memory and trigger the
THEN-part of the rule (i.e., cross the road).

Production systems have the following
characteristics:

e They have numerous IF... THEN rules.

e They have a working memory containing
information.

® The production system operates by match-
ing the contents of working memory against
the IF-parts of the rules and executing the
THEN-parts.

e If information in working memory matches
the IF-parts of two or more rules, there may
be a conflict-resolution strategy that selects
one of these rules as the best one to be
executed.

Consider a very simple production system
operating on lists of letters involving As and
Bs. It has two rules:

(1) IF a list in working memory has an A at
the end
THEN replace the A with AB.

(2) IF a list in working memory has a B at
the end
THEN replace the B with an A.

If we input A, it will go into working memory.
This A matches rule 1, and so when the THEN-
part is executed, working memory will contain
an AB. On the next cycle, AB doesn’t match
rule 1 but does match rule 2. As a result, the B
is replaced by an A, leaving an AA in working
memory. The system will next produce AAB,
then AAAB, and so on.

Many aspects of cognition can be specified
as sets of IF... THEN rules. For example, chess

knowledge can readily be represented as a set
of productions based on rules such as, “If the
Queen is threatened, then move the Queen to
a safe square.” In this way, people’s basic
knowledge can be regarded as a collection of
productions.

[Newell and Simon (1972) first established
the usefulness of production system models in
characterising the cognitive processes involved
in problem solving (se). However,
these models have a wider applicability. For
example,{Anderson (1993) put forward his
ACT-R theory (Adaptive Control of Thought
— Rational), which can account for a wide
range of findings. He distinguished among
frameworks, theories, and models. Frameworks
make very general claims about cognition,
theories specify in some detail how frameworks
operate, and models are specific kinds of
theories that are applied to specific tasks and
behaviour.

ACTR
ACT-R has been systematically expanded and
improved in the years since 1993. For example,
[Anderson et al. (2004) put forward the most
comprehensive version of ACT-R (discussed
more fully in[ Chapter 13), one that qualifies
as a cognitive architecture. What are cognitive
architectures? According t Sun (2007, p. 160),
“Cognitive architectures are cognitive models
that are domain-generic (cover many domains
or areas) and encompass a wide range of
cognitive applicabilities.” In essence, cognitive
architectures focus on those aspects of the
cognitive system that remain fairly invariant
across individuals, task types, and time.

The version of ACT-R described by[Andersor]
is based on the assumption that
the cognitive system consists of several modules
(relatively independent subsystems). These include
the following: (1) a visual-object module that
keeps track of what objects are being viewed;
(2) a visual-location module that monitors
where objects are; (3) a manual module that
controls the hands; (4) a goal module that keeps
track of current goals; and (5) a declarative
module that retrieves relevant information.
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Each module has a buffer associated with
it containing a limited amount of the most
important information.

How is information from all of these buf-
fers integrated? According to Anderson et al.
(p. 1058), “A central production system can detect
patterns in these buffers and take co-ordinated
action.” If several productions could be
triggered by the information contained in the
buffers, then one is selected taking account of
the value or gain associated with each outcome
plus the amount of time or cost that would
be incurred.

Connectionist networks
Books byl Rumelhart, McClelland, and the PDP

Research Group (1986)| and byl McClelland, |

Rumelhart, and the PDP Research Group (1986)

initiated an explosion of interest in connection-
ist networks, neural networks, or parallel distri-
buted processing (PDP) models, as they are
variously called. Connectionist networks make
use of elementary units or nodes connected
together, and consist of various structures
or layers (e.g., input; intermediate or hidden;
output). Connectionist networks often (but

not always) have the following characteristics
see Figure 1)

e The network consists of elementary or
neuron-like wunits or nodes connected
together so that a single unit has many links
to other units.

e Units affect other units by exciting or
inhibiting them.

e The unit usually takes the weighted sum of
all of the input links, and produces a single
output to another unit if the weighted sum
exceeds some threshold value.

e The network as a whole is characterised by
the properties of the units that make it up,
by the way they are connected together, and
by the rules used to change the strength of
connections among units.

* Networks can have different structures or
layers; they can have a layer of input links,
intermediate layers (of so-called “hidden
units”), and a layer of output units.

Output patterns

é%é% ;% % &\ Internal

representation

Input patterns

A multi-layered connectionist network
with a layer of input units, a layer of internal

representation units or hidden units, and a layer of
output units, in a form that allows the appropriate
output pattern to be generated from a given input
pattern. Reproduced with permission from
|and McClelland (1986}, © 1986 Massachusetts Institute

of Technology, by permission of The MIT Press.

e A representation of a concept can be stored
in a distributed way by an activation pattern
throughout the network.

® The same network can store several patterns
without disruption if they are sufficiently
distinct.

* An important learning rule used in net-
works is called backward propagation of
errors (BackProp) (see below).

In order to understand how connectionist
networks work, we will consider how individual
units act when activation impinges on them.
Any given unit can be connected to several
other units (see[Figure 1.7). Each of these other
units can send an excitatory or inhibitory signal
to the first unit. This unit generally takes a
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connectionist networks: these consist of
elementary units or nodes, which are connected;
each network has various structures or layers
(e.g., input; intermediate or hidden; output).
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Diagram
showing how the inputs
from a number of units are ja 41
combined to determine the
overall input to unit-i. Unit-i
has a threshold of |;so if
its net input exceeds |, then
it will respond with +1, but
if the net input in less than |,

-0.5

\
/
3+
0.75

unit-i

net-input to unit-i = aj wij

=(-1x-0.5) + (-1 x-0.5) + (+1 x 0) + (+1 x 0.75)
=0.5+0.5+0+0.75
=175

then it will respond with —I.

weighted sum of all these inputs. If this sum
exceeds some threshold, it produces an output.
shows a simple diagram of just such
a unit, which takes the inputs from various
other units and sums them to produce an
output if a certain threshold is exceeded.
These networks can model cognitive per-
formance without the explicit rules found in
production systems. They do this by storing
patterns of activation in the network that
associate various inputs with certain outputs.
The models typically make use of several layers
to deal with complex behaviour. One layer
consists of input units that encode a stimulus
as a pattern of activation in those units. Another
layer is an output layer producing some response
as a pattern of activation. When the network
has learned to produce a particular response
at the output layer following the presentation
of a particular stimulus at the input layer, it
can exhibit behaviour that looks “as if” it had
learned an IF...THEN rule even though no
such rules exist explicitly in the model.
Networks learn the association between
different inputs and outputs by modifying the

weights on the links between units in the net.
I, the weight on the links to a unit,
as well as the activation of other units, plays
a crucial role in computing the response of that
unit. Various learning rules modify these weights
systematically until the net produces the required
output patterns given certain input patterns.
One such learning rule is “backward pro-
pagation of errors” or BackProp. Back-propagation
is a mechanism allowing a network to learn
to associate a particular input pattern with
a given output pattern by comparing actual
responses against correct ones. The network is
initially set up with random weights on the
links among the units. During the early stages
of learning, the output units often produce an
incorrect pattern or response after the input

KEY TERM

back-propagation: a learning mechanism in
connectionist networks based on comparing
actual responses to correct ones.
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pattern has been presented. BackProp compares
the imperfect pattern with the known required
response, noting the errors that occur. It then
back-propagates activation through the network
so the weights between the units are adjusted to
produce the required pattern. This process is
repeated with a given stimulus pattern until the
network produces the required response pattern.
Thus, the model learns the desired behaviour
without being explicitly programmed to do so.

Networks have been used to produce
interesting results. In a classic study[Sejnowsk{

of| Coltheart, Rastle, Perry, Langdon, and Ziegle
el Chapter 9); the TRACE model of word

recognition {McClelland & Elman, 1986/ see
[Chapter 9); and the models of speech production

put forward by |Dell (1986)]and bzlLevel'; |
[Roelofs, and Mever (1999al see[Chapter 11).

It is likely that some knowledge is represented
locally and some is distributed (see).

Production systems vs.
connectionism

[and Rosenberg (1987)| gave a connectionist
network called NETtalk 50,000 trials to learn
the spelling-sound relationships of a set of
1000 words. NETtalk achieved 95% success
with the words on which it had been trained.
It was also 77% correct on a further 20,000
words. Thus, the network seemed to have
learned the “rules of English pronunciation”
without having explicit rules for combining
and encoding sounds.

Several connectionist models (e.g., the
parallel distributed processing approach of

Rumelhart, McClelland, & The PDP Research
Group, 1986)) assume that representations are
stored in a distributed fashion. This assumption
is often justified by arguing that the assumption
of distributed representations is biologically
plausible. However, there are problems with
this assumption. Suppose we try to encode two
words at the same time. That would cause
numerous units or nodes to become activated,
but it would be hard (or even impossible) to
decide which units or nodes belonged to which
word [Bowers, 2002). There is also evidence
that much information is stored in a given
location in the brain rather than in a distributed

fashion (see[Bowers, 2009] for a review). For
examEleiI f %L iroga, Reddy, Kreiman, Koch, and
Fried (2005) discovered a neuron in the medial
temporal lobe that responded strongly when
pictures of the actress Jennifer Aniston were
presented but not when pictures of other famous
people were presented (see[Chapter 3).

Some connectionist models assume there
is local representation of knowledge. Localist
connectionist models include the reading model

[Anderson and Lebiere (2003] evaluated connec-
tionism and production systems (exemplified by
ACT-R) with respect to 12 criteria (see ).
These ratings are within-theory: they only
indicate how well a theory has done on a given
criterion relative to its performance on other
criteria. Thus, the ratings do #o¢ provide a direct
comparison of the two theoretical approaches.
It is nevertheless interesting to consider those
criteria for which the ratings differ considerably
between the two theories: operates in human
time; uses language; accounts for developmen-
tal phenomena; and theoretical components
map onto the brain.

We will start with operating in human time.
Within ACT-R, every processing step has a time
associated with it. In contrast, most connectionist
models don’t account for the timing effects
produced by perceptual or motor aspects of a
task. In addition, the number of trials to acquire
an ability is generally much greater in connectionist
models than in human learning.

So far as the criterion of using language is
concerned, several major connectionist theories
are in the area of language. In contrast[Andersor}

[and Lebiere (2003} p. 599) admitted that,
“ACT-R’s treatment of natural language is
fragmentary.” Connectionist models have had
some success in accounting for developmental
phenomena by assuming that development is
basically a learning process constrained by
brain architecture and the timing of brain
development. ACT-R has little to say about
developmental phenomena.

Finally, there is the criterion of the mapping
between theoretical components and the brain.
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TABLE |.1] Within-theory ratings of classical connectionism and ACT-R with respect to Newell’s |2 criteria.

Criterion

|. Computationally universal
(copes with very diverse environmental changes)

2. Operates in human time

3. Produces effective and adaptive behaviour
4. Uses vast amounts of knowledge

5. Copes with unexpected errors

6. Integrates diverse knowledge

7. Uses language

8. Exhibits sense of self

9. Learns from environment

10. Accounts for developmental phenomena
I'l. Relates to evolutionary considerations

12. Theoretical components map onto the brain

Connectionism ACT-R

B 4

A DA NN DA N W NN NN
N A N NN W AN W A G

Scores range from | = worst to 5 = best. Based on Anderson and Lebiere (2003).

This was a weakness in the version of ACT-R
considered byl Anderson and Lebiere (2003 ), but
the 2004 version {Anderson et al., 2004) has made
substantial progress in that area. Connectionist
theorists often claim that connectionist process-

ing units resemble biological neurons, but this
claim is hotly disputed (see below).

Evaluation

Computational cognitive science has various
strengths. First, it requires theorists to think
carefully and rigorously. This is so because
a computer program has to contain detailed
information about the processes involved in
performing any given task. Second, and perhaps
of greatest importance, the development of
cognitive architectures offers the prospect of
providing an overarching framework within
which to make sense of the workings of the
cognitive system. It would clearly be extremely
valuable to have such a framework. This is
especially the case given that much empirical
research in cognitive psychology is limited in

scope and suffers from paradigm specificity
(see). However, there is controversy
concerning the extent to which this goal has
been achieved by computational cognitive
scientists.

Third, it was necessary with most early
computational models to program explicitly
all aspects of the model, and such models did
not possess any learning ability. In contrast,
connectionist networks can to some extent
program themselves by “learning” to produce
specific outputs when certain inputs are given
to them.

Fourth, many (but not all) connectionist
models are based on the assumption that
knowledge (e.g., about a word or concept) is
represented in a distributed fashion in the brain
rather than in a specific location. Problems
with that view were discussed earlier and are
discussed further in[Chapter 7}

Fifth, the scope of computational cognitive
science has increased progressively. Initially,
computational modelling was often applied
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mainly to behavioural data. More recently,
however, there has been the development of
computational cognitive neuroscience devoted
to the application of computational modelling
to functional neuroimaging data. Indeed, the
Brain Research journal in 2007 devoted a special
issue to this research area (see Preface b
2007). In addition, as we have seen,
et al.’s (2004] ACT-R makes considerable use
of findings from functional neuroimaging.
Applications of computational modelling to data
in cognitive neuropsychology were considered in
a special issue of the Cognitive Neuropsychology
journal in 2008 (see Introduction b
|Caramazza, 2008).

Sixth, computational cognitive science
(especially connectionism) is well equipped to
provide powerful theoretical accounts of parallel
processing systems. This is important for two
reasons. First, there is convincing evidence
(much of it from functional neuroimaging
research) indicating that parallel processing is
the rule rather than the exception. Second,
making sense of parallel processing systems
seems more difficult within other approaches
(e.g., cognitive neuropsychology).

What are the main limitations of the
computational cognitive science approach?
First, computational models have only rarely
been used to make new predictions. Compu-
tational cognitive scientists often develop one
model of a phenomenon rather than exploring
many models, which could then be distin-
guished by gathering new empirical data. Why
is this the case? One reason is that there are
many levels of detail at which a model can
simulate people’s behaviour. For example, a
model can capture the direction of a difference
in correct responses between two groups of
people in an experiment, the specific correct
and error responses of groups, general trends
in response times for all response types, and
so on [Costello & Keane, 2000). Many models
operate at the more general end of these
possible parallels, which makes them weak
predictively.

Second, connectionist models that claim to
have neural plausibility do not really resemble

the human brain. For example, it is assumed
in many connectionist models that the basic
processing units are like biological neurons,
and that these processing units resemble neurons
in being massively interconnected. However, the
resemblances are superficial. There are 100-150
billion neurons in the human brain compared
to no more than a few thousand units in most
connectionist networks. There are 12 different
kinds of neuron in the human neocortex
[Churchland & Sejnowski, 1994), and it is not
clear which type or types most resemble the
processing units. In addition, each cortical
neuron is connected to only about 3% of
neurons in the surrounding square millimetre
of cortex [Churchland & Sejnowski, 1994,
which does not even approximate to massive
interconnectivity.

Third, many computational models contain
many parameters or variables. It is often argued
that theorists can adjust these parameters to
produce almost any outcome they want —
“parameter tweaking”. However, it is important
not to exaggerate the problem. In practice, the
assumptions built into a computational model
need to be plausible in the light of all the
available evidence, and so it is not really a
question of “anything goes” at all.

Fourth, human cognition is influenced by
several potentially conflicting motivational
and emotional factors, many of which may be
operative at the same time. Most computa-
tional models ignore these factors, although
ACT-R [Anderson et al., 2004)) does include a
motivational component in its goal module.
More generally, we can distinguish between a
cognitive system (the Pure Cognitive System)
and a biological system (the Regulatory System)
[Norman, 1980)] Much of the activity of
the Pure Cognitive System is determined by
the various needs of the Regulatory System,
including the need for survival, for food
and water, and for protection of oneself and
one’s family. Computational cognitive science
(like most of cognitive psychology) typically
focuses on the Pure Cognitive System and
de-emphasises the key role played by the
Regulatory System.
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COMPARISON OF MAJOR
APPROACHES

We have discussed the major approaches to
human cognition at length, and you may be
wondering which one is the most useful and
informative. In fact, that is not the best way
of thinking about the issues for various reasons.
First, an increasing amount of research involves
two or more of the approaches. For example,
most tasks used in cognitive neuropsychology
and functional neuroimaging studies were ori-
ginally developed by experimental cognitive
psychologists. Another example concerns a
study by|Rees, Wojciulik, Clarke, Husain, Frith]
and Driver (2000) on patients suffering from
extinction (seq Chapter ). In this disorder, visual
stimuli presented to the side of space opposite
to the site of brain damage are not detected

when a second stimulus is presented at the
same time to the same side as the brain damage.
Rees et al. found using fMRI that extinguished
stimuli produced reasonable levels of activation
in various areas within the visual cortex. Here,
a combination of cognitive neuropsychology and
functional neuroimaging revealed that extinguished
stimuli receive a moderate amount of processing.
Finally, computational modelling is being
increasingly applied to data from functional
neuroimaging and cognitive neuropsychology.
Second, each approach makes its own
distinctive contribution, and so all are needed.
In terms of an analogy, it is pointless to ask
whether a driver is more or less useful than a
putter to a golfer — they are both essential.
Third, as well as its own strengths, each
approach also has its own limitations. This can
be seen clearly in the box below. What is

Strengths and limitations of the major approaches

Experimental cognitive psychology

Strengths

I. The first systematic approach to understand-
ing human cognition

2. The source of most of the theories and tasks
used by the other approaches

3. Itis enormously flexible and can be applied
to any aspect of cognition

4. It has produced numerous important repli-
cated findings

5. It has strongly influenced social, clinical, and
developmental psychology

Functional neuroimaging + ERPs + TMS

Strengths

I. Great variety of techniques offering excel-
lent temporal or spatial resolution

2. Functional specialisation and brain integra-
tion can be studied

3. TMS is flexible and permits
inferences

4. Permits assessment of integrated brain pro-
cessing, as well as specialisation

5. Resolution of complex theoretical issues

causal

Limitations

I. Most cognitive tasks are complex and involve
many different processes

2. Behavioural evidence only provides indirect
evidence concerning internal processes

3. Theories are sometimes vague and hard to
test empirically

4. Findings sometimes do not generalise
because of paradigm specificity

5. There is a lack of an overarching theoretical
framework

Limitations

I.  Functional neuroimaging techniques provide
essentially correlational data

2. Sometimes of limited relevance to cognitive
theories

3. Restrictions on the tasks that can be used
in brain scanners

4. Poor understanding of what TMS does to
the brain

5. Potential problems with ecological validity
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Cognitive neuropsychology

Strengths

I. Double dissociations have provided strong
evidence for various major processing
modules

2. Causal links can be shown between brain
damage and cognitive performance

3. It has revealed unexpected complexities in
cognition (e.g., in language)

4. It transformed memory research

5. It straddles the divide between cognitive
psychology and cognitive neuroscience

Computational cognitive science

Strengths

I. Theoretical assumptions are spelled out in
precise detail

2. Comprehensive cognitive architectures have
been developed

3. The notion of distributed knowledge is sup-
ported by empirical evidence

4. Computational cognitive neuroscience makes
use of knowledge in cognitive neuroscience

5. The emphasis on parallel processing fits well
with functional neuroimaging data

optimal in such circumstances is to make use
of converging operations — several different
research methods are used to address a given
theoretical issue, with the strength of one
method balancing out the limitations of the
other methods. If two or more methods pro-
duce the same answer, that provides stronger
evidence than could be obtained using a single
method. If different methods produce different
answers, then further research is needed to
clarify the situation.

OUTLINE OF THIS BOOK

One problem with writing a textbook of
cognitive psychology is that virtually all the
processes and structures of the cognitive system
are interdependent. Consider, for example, the

Limitations
I. Patients may develop compensatory strategies
not found in healthy individuals

2. Brain damage often affects several modules
and so complicates interpretation of findings

3. It minimises the interconnectedness of cog-
nitive processes

4. ltis hard to interpret findings from patients
differing in site of brain damage, age, expertise,
and so on

5. There is insufficient emphasis on general
cognitive functions

Limitations

I. Many computational models do not make
new predictions

2. Claims to neural plausibility of computational
models are not justified

3. Many computational models have several
rather arbitrary parameters to fit the data

4. Computational models generally de-emphasise
motivational factors

5. Computational models tend to ignore emo-
tional factors

case of a student reading a book to prepare
for an examination. The student is learning,
but there are several other processes going on
as well. Visual perception is involved in the
intake of information from the printed page,
and there is attention to the content of the
book. In order for the student to benefit from
the book, he or she must possess considerable
language skills, and must have considerable
relevant knowledge stored in long-term mem-
ory. There may be an element of problem solving
in the student’s attempts to relate what is in the

KEY TERM

converging operations: an approach in which
several methods with different strengths and
limitations are used to address a given issue.
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book to the possibly conflicting information he
or she has learned elsewhere. Decision making
may also be involved when the student decides
how much time to devote to each chapter of the
book. Furthermore, what the student learns will
depend on his or her emotional state. Finally, the
acid test of whether the student’s learning has
been effective comes during the examination itself,
when the material contained in the book must
be retrieved, and consciously evaluated to decide
its relevance to the question being answered.

The words italicised in the previous para-
graph indicate some of the main ingredients
of human cognition and form the basis of our
coverage. In view of the interdependence of all
aspects of the cognitive system, there is an
emphasis in this book on the ways in which
each process (e.g., perception) depends on other
processes and structures (e.g., attention, long-
term memory). This should aid the task of
making sense of the complexities of the human
cognitive system.

CHAPTER SUMMARY

Introduction

Historically, cognitive psychology was unified by an approach based on an analogy between
the mind and the computer. This information-processing approach viewed the mind as a
general-purpose, symbol-processing system of limited capacity. Today, there are four main
approaches to human cognition: experimental cognitive psychology; cognitive neuro-
science; cognitive neuropsychology; and computational cognitive science. However, the four
approaches are increasingly combined with information from behaviour and brain activity
being integrated.

Experimental cognitive psychology

Cognitive psychologists assume that top-down and bottom-up processes are both involved
in the performance of cognitive tasks. These processes can be serial or parallel. Various
methods (e.g., latent-variable analysis) have been used to address the task impurity problem.
In spite of the enormous contribution made by cognitive psychology, it sometimes lacks
ecological validity, suffers from paradigm specificity, and possesses theoretical vagueness.

Cognitive neuroscience: the brain in action

Cognitive neuroscientists study the brain as well as behaviour. They use various techniques
varying in their spatial and temporal resolution. Functional neuroimaging techniques provide
basically correlational evidence, but TMS can indicate that a given brain area is necessarily
involved in a particular cognitive function. Functional neuroimaging is generally most useful
when the focus is on brain areas organised in functionally discrete ways. However, it is
increasingly possible to study integrated processing across different brain areas. Cognitive
neuroscience has contributed much to the resolution of theoretical issues. More research is
needed into possible problems with ecological validity with studies using MRI scanners.

Cognitive neuropsychology

Cognitive neuropsychology is based on various assumptions, including modularity, ana-
tomical modularity, uniformity of functional architecture, and subtractivity. The existence
of a double dissociation provides some evidence for two separate modules or systems.
Single-case studies are generally preferable to group studies, because different patients
rarely have the same pattern of deficits. The multiple single-patient study method can prove
more interpretable than the single-case study method. The cognitive neuropsychological
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FURTHER READING

approach is limited because patients can develop compensatory strategies, because it
de-emphasises co-ordinated functioning across the brain, and because the brain damage
is often so extensive that it is hard to interpret the findings.

Computational cognitive science

Computational cognitive scientists develop computational models to understand human
cognition. Production systems consist of production or “IF...THEN” rules. ACT-R is
perhaps the most developed theory based on production systems, being comprehensive
and taking account of functional neuroimaging findings. Connectionist networks make
use of elementary units or nodes connected together. They can learn using rules such as
backward propagation. Many connectionist networks focus on language and/or cognitive
development. Computational cognitive science has increased in scope to provide detailed
theoretical accounts of findings from functional neuroimaging and cognitive neuropsychol-
ogy. Computational models often contain many parameters (so almost any outcome can
be produced) and they generally de-emphasise motivational and emotional factors. Some
models exaggerate the importance of distributed representations.

Comparisons of major approaches

The major approaches are increasingly used in combination. Each approach has its own
strengths and limitations, which makes it useful to use converging operations. When two
approaches produce the same findings, this is stronger evidence than can be obtained
from a single approach on its own. If two approaches produce different findings, this is
an indication that further research is needed to clarify what is happening.

Cacioppo, J.T., Berntson, G.G., & Nusbaum, H.C. (2008). Neuroimaging as a new tool
in the toolbox of psychological science. Current Directions in Psychological Science, 17,
62-67. This article provides an overview of functional neuroimaging research and intro-
duces a special issue devoted to that area.

Harley, T.A. (2004). Does cognitive neuropsychology have a future? Cognitive Neuro-
psychology, 21, 3-16. This article by Trevor Harley (and replies to it by Caplan et al.)
provide interesting views on many key issues relating to cognitive neuropsychology, con-
nectionism, and cognitive neuroscience. Be warned that the experts have very different views
from each other!

Page, M.P.A. (2006). What can’t functional neuroimaging tell the cognitive psychologist?
Cortex, 42, 428-443. Mike Page focuses on the limitations of the use of functional neuro-
imaging to understand human cognition.

Sun, R. (2007). The importance of cognitive architectures: An analysis based on CLARION.
Journal of Experimental & Theoretical Artificial Intelligence, 19, 159-193. This article
identifies key issues in computational modelling, including a discussion of the criteria that
need to be satisfied in a satisfactory model.

Wade, J. (2006). The student’s guide to cognitive neuroscience. Hove, UK: Psychology
Press. The first five chapters of this textbook provide detailed information about the main
techniques used by cognitive neuroscientists.
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PART

VISUAL PERCEPTION AND

Visual perception is of enormous importance in
our everyday lives. It allows us to move around
freely, to see people with whom we are inter-
acting, to read magazines and books, to admire
the wonders of nature, and to watch films and
television. It is also enormously important
because we depend on visual perception being
accurate to ensure our survival. For example,
if we misperceive how close cars are to us
as we cross the road, the consequences could
be fatal. Thus, it is no surprise that far more
of the cortex (especially the occipital lobes) is
devoted to vision than to any other sensory
modality.

We will start by considering what is meant
by perception: “The acquisition and processing
of sensory information in order to see, hear,
taste, or feel objects in the world also guides
an organism’s actions with respect to those
objects” [Sekuler & Blake, 2002, p. 621). Visual
perception seems so simple and effortless
that we typically take it for granted. In fact,
it is very complex, and numerous processes
are involved in transforming and interpreting
sensory information. Some of the complex-
ities of visual perception became clear when
researchers in artificial intelligence tried to pro-
gram computers to “perceive” the environment.
Even when the environment was artificially
simplified (e.g., consisting only of white solids)
and the task was apparently easy (e.g., deciding
how many objects were present), computers
required very complicated programming to
succeed. It remains the case that no computer

ATTENTION

can match more than a fraction of the skills
of visual perception possessed by nearly every
adult human.

As the authors have discovered to their
cost, there is a rapidly growing literature on
visual perception, especially from the cognitive
neuroscience perspective. What we have tried
to do over the next three chapters is to pro-
vide reasonably detailed coverage of the main
issues. In, our coverage of visual
perception focuses on a discussion of basic
processes, emphasising the enormous advances
that have been made in understanding the vari-
ous brain systems involved. It is common-
sensical to assume that the same processes that
lead to object recognition also guide vision
for action. However, there are strong grounds
for arguing that somewhat different processes
are involved. Finally,[ Chapter 2| contains a
detailed consideration of important aspects of
visual perception, including colour perception,
perception without awareness, and depth and
size perception.

One of the major achievements of per-
ceptual processing is object recognition, which
involves identifying the objects in the world
around us. The central focus of| Chapter J is
on the processes underlying this achievement.
Initially, we discuss perceptual organisation,
and the ways in which we decide which parts of
the visual information presented to us belong
together and so form an object. We then move
on to theories of object recognition, including
a discussion of the relevant evidence from
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behavioural experiments, neuroscience, and
brain-damaged patients.

Are the same recognition processes used
regardless of the type of object? This is a con-
troversial issue, but many experts have argued
that face recognition differs in important ways
from ordinary object recognition. Accordingly,
face recognition is discussed separately. The
final part off Chapter J is devoted to another
major controversial issue, namely, whether the
processes involved in visual imagery are the
same as those involved in visual perception. As
we will see, there are good grounds for arguing
that this controversy has been resolved (turn
to[Chapter 3| to find out how!).

Perception is vitally important in guiding
our actions, helping us to make sure we don’t
knock into objects or trip over when walking
on rough surfaces. The processes involved in
such actions are a central focus of
We start by considering the views of James
Gibson, who argued about 60 years ago that
perception and action are very closely con-
nected. We also discuss various issues related to
perception for action, including visually guided
action, the processes involved in reaching and
grasping, and motion perception.

There are clearly important links between
visual perception and attention. The final

topic discussed in is concerned
with the notion that we may need to attend
to an object to perceive it consciously. Issues
relating directly to attention are considered in
detail i. In that chapter, we start by
considering the processes involved in focused
attention in the visual and auditory modali-
ties. After that, we consider how we use visual
processes when engaged in the everyday task of
searching for some object (e.g., a pair of socks
in a drawer). There has been a large increase
in the amount of research concerned with dis-
orders of visual attention, and this research has
greatly increased our understanding of visual
attention in healthy individuals. Finally, as we
all know to our cost, it can be very hard to
do two things at once. We conclude[Chapter |
[3 by considering the factors determining the
extent to which we do this successfully or
unsuccessfully.

In sum, the area spanning visual percep-
tion and attention is among the most exciting
and important within cognitive psychology and
cognitive neuroscience. There has been tremen-
dous progress in unravelling the complexities of
perception and attention over the past decade,
and some of the choicest fruits of that endea-
vour are set before you in the four chapters
forming this section of the book.



CHAPTER

BASIC PROCESSES [N
VISUAL PERCEPTION

INTRODUCTION

There has been considerable progress in under-
standing visual perception in recent years.
Much of this is due to the efforts of cognitive
neuroscientists, thanks to whom we now have
a reasonable knowledge of the brain systems
involved in visual perception. We start by con-
sidering the main brain areas involved in vision
and the functions served by each area. After
that, some theories of brain systems in vision
are discussed. Next, we consider the issue of
whether perception can occur in the absence of
conscious awareness. Finally, there is a detailed
analysis of basic aspects of visual perception
(e.g., colour processing, depth processing).

focuses mostly on the processes
involved in object recognition and in face recog-
nition. For purposes of exposition, we generally
deal with a single aspect of visual perception
in any given section. However, it is important
to realise that all the processes involved in
visual perception interact with each other. In
that connection[Hegdé (2008] has provided a
very useful overview. He emphasised the point
that visual perception develops over time even
though it may seem to be instantaneous. More
specifically, visual processing typically proceeds
in a coarse-to-fine way, so that it can take a
considerable amount of time to perceive all the
details in a scene.

[Hegdé (2008)]also pointed out that the
processes involved differ considerably depend-
ing on what we are looking at and the nature

of our perceptual goals. For example, we can
sometimes perceive the gist of a natural scene
extremely rapidly [Thorpe, Fize, & Marlot 1994).
Observers saw photographs containing or
not containing an animal for only 20 ms. EEG
revealed that the presence of an animal was
detected within about 150 ms. In contrast, have
a look at the photograph shown in[Figure 2.1]
and try to decide how many animals are present.
You probably found that it took several seconds
to develop a full understanding of the picture.
Bear in mind the diversity of visual percep-
tion as you read this and the two following
chapters.

BRAIN SYSTEMS

In this section, we focus mainly on brain sys-
tems involved in visual perception. The visual
cortex is very large, covering about 20% of
the entire cortex. It includes the whole of the
occipital cortex at the back of the brain and
also extends well into the temporal and parietal
lobes [Wandell, Dumoulin, & Brewer, 2007)).
However, to understand fully visual processing
in the brain, we need first to consider briefly
what happens between the eye and the cortex.
Accordingly, we start with that before discuss-
ing cortical processing.

From eye to cortex
What happens when light from a visual stim-
ulus reaches receptors in the retina of the eye?
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Comeplex scene
that require prolonged
perceptual processing to
understand fully. Study the
picture and identify the
animals within it. Reprinted
from[Hegdé (2008},
Copyright © 2008, with
permission from Elsevier.

There are three major consequences
[2001)). First, there is reception, which involves
absorption of physical energy by the receptors.
Second, there is transduction, in which the
physical energy is converted into an electro-
chemical pattern in the neurons. Third, there
is coding, meaning there is a direct one-to-one
correspondence between aspects of the physical
stimulus and aspects of the resultant nervous
system activity.

Light waves from objects in the environ-
ment pass through the transparent cornea at
the front of the eye and proceed to the iris (see
[Figure 2.2). It is just behind the cornea and
gives the eye its distinctive colour. The amount
of light entering the eye is determined by the
pupil, which is an opening in the iris. The lens

focuses light onto the retina at the back of the
eye. Each lens adjusts in shape by a process
of accommodation to bring images into focus
on the retina.

There are two types of visual receptor cells
in the retina: cones and rods. There are six mil-
lion cones, mostly in the fovea or central part
of the retina. The cones are used for colour
vision and for sharpness of vision (see later
section on colour vision). There are 125 mil-
lion rods concentrated in the outer regions of
the retina. Rods are specialised for vision in
dim light and for movement detection. Many
of these differences between cones and rods
stem from the fact that a retinal ganglion cell
receives input from only a few cones but from
hundreds of rods. Thus, only rods produce

Light from
distant object

Focus on
retina

The process of

Focusing on objects: The process of accommodation

Lens pulled out thin

Light from
near object

Focus on

retina Object

Elastic lens more convex

accommodation.
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much activity in retinal ganglion cells in poor
lighting conditions.

The main pathway between the eye and the
cortex is the retina—geniculate—striate pathway.
It transmits information from the retina to V1
and then V2 (these are both visual areas dis-
cussed shortly) via the lateral geniculate nuclei
of the thalamus. The entire retina—geniculate—
striate system is organised in a similar way
to the retinal system. Thus, for example, two
stimuli adjacent to each other in the retinal
image will also be adjacent to each other at
higher levels within that system.

Each eye has its own optic nerve, and the
two optic nerves meet at the optic chiasma.
At this point, the axons from the outer halves
of each retina proceed to the hemisphere on
the same side, whereas the axons from the
inner halves cross over and go to the other
hemisphere. Signals then proceed along two
optic tracts within the brain. One tract con-
tains signals from the left half of each eye,
and the other signals from the right half (see
[Figure 2.3).

After the optic chiasma, the optic tract pro-
ceeds to the lateral geniculate nucleus (LGN),
which is part of the thalamus. Nerve impulses

finally reach V1 in primary visual cortex within
the occipital lobe at the back of the head before
spreading out to nearby visual cortical areas
such as V2.

There is another important feature of the
retina—geniculate-striate system. There are two
relatively independent channels or pathway
within this system:

(1)  The parvocellular (or P) pathway: this
pathway is most sensitive to colour and
to fine detail; most of its input comes
from cones.

(2)  The magnocellular (or M) pathway: this
pathway is most sensitive to information
about movement; most of its input comes
from rods.

It is important to note (as stated above) that
these two pathways are only relatively inde-
pendent. There is plentiful evidence that there
are numerous interconnections between the
two pathways, and it is becoming increasingly
apparent that the visual system is extremely
complex [Mather, 2009). For example, there is
clear evidence of intermingling of the two path-
ways in V1 [Nassi & Callaway, 2006],[2009).

Retina
Optic _
nerves

Left optic tract carries
information from both
right fields

Cerebrum

Left visual
cortex

Right optic tract carries
information from both
left fields

Right visual
cortex

Optic
chiasma

Route of visual
signals. Note that signals
reaching the left visual
cortex come from the left
sides of the two retinas, and
signals reaching the right
visual cortex come from
the right sides of the two

retinas.
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Superior Posterior
longitudinal S Nhare parietal cortex
fasciculus Where

“What”
Inferior Inferotemporal
longitudinal cortex
fasciculus

The ventral (what) and dorsal (where

or how) pathways involved in vision having their
origins in primary visual cortex (V). From[Gazzaniga]
[Ivry, and Mangun (2009). Copyright © 1998 by

W.W. Norton & Company, Inc. Used by permission

of W.W. Norton & Company, Inc.

Brain systems
As we have just seen, neurons from the P
and M pathways mainly project to V1 in the
primary visual cortex. What happens after
V1?2 The answer is given in The P
pathway associates with the ventral or “what”
pathway that proceeds to the inferotemporal
cortex, passing through an area (V4) involved
in colour processing. In contrast, the M
pathway associates with the dorsal (“where”
or “how”) pathway that proceeds to the
posterior parietal cortex, passing through an
area (V5/MT) involved in visual motion pro-
cessing. Note that the assertions in the last
two sentences are both only a very approxi-
mate reflection of a complex reality. For
example, some parvocellular neurons project
into dorsal visual areas (see for
a review).

We will be considering the two pathways

in much more detail later. For now, there are
three points to bear in mind:

(1) The ventral or “what” pathway that cul-
minates in the inferotemporal cortex is

mainly concerned with form and colour
processing, whereas the dorsal (“where”
or “how”) pathway culminating in the
parietal cortex is more concerned with
movement processing.

(2) There is by no means an absolutely rigid
distinction between the types of infor-
mation processed by the two streams.
For example,|Gur and Snodderly (2007)|
discovered a pathway by which motion-
relevant information reaches the ventral
stream directly without involving the
dorsal stream.

(3) The two pathways are not totally segre-
gated. There are many interconnections
between the ventral and dorsal pathways
or streams. For example, both streams

roject to the primary motor cortex

Rossetti & Pisella, 2002).

As already indicated, [Figure 2.4] provides
only a very rough sketch map of visual pro-
cessing in the brain. We can obtain more
precise information from [Figure 2.3, which
is based on data from single-unit recordings
[Schmolesky et al., 1998). This reveals three
important points. First, the interconnections
among the various visual cortical areas are
more complicated than implied so far. Second,
the brain areas forming part of the ventral
pathway or stream are more than twice as
large as the brain areas forming part of the
dorsal pathway. Third, the figure shows that
cells in the lateral geniculate nucleus respond
fastest when a visual stimulus is presented
followed by activation of cells in V1. How-
ever, cells are activated in several other areas
(V3/V3A; MT; MST) very shortly thereafter.
The take-home message is that it makes sense
to think in terms of two pathways or pro-
cessing streams, but these pathways are not
separated in a neat and tidy way from each
other.

VI and V2

We will start with three important general
points. First, to understand visual processing
in primary visual cortex (V1) and in secondary
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visual cortex (V2), we must consider the notion
of receptive field. The receptive field for any
given neuron is that region of the retina in
which light affects its activity.

Second, neurons often have effects on each
other. For example, there is lateral inhibition,
in which a reduction of activity in one neuron
is caused by activity in a neighbouring neuron.
Why is lateral inhibition useful? It increases
the contrast at the edges of objects, making it
easier to identify the dividing line between one
object and another.

Third, the primary visual cortex (V1) and
secondary visual cortex (V2) occupy relatively
large areas within the cortex (see.
There is increasing evidence that early visual
processing in areas V1 and V2 is more exten-
sive than was once thought. For example,

[Hegdé and Van Essen (2000) studied neuronal
responses to complex shapes in macaque mon-
keys. Approximately one-third of V2 cells
responded to complex shapes and varied their
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inferotemporal cortex; MT =
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cortex; MST = medial superior
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are discussed in detail in the
ol text. From.
Copyright © George Mather.

response as a function of differences in orienta-
tion and size.

Much of our knowledge of neurons (and
their receptive fields) in primary and second-
ary visual cortex comes from the Nobel prize-
winning research of Hubel and Wiesel. The
used single-unit recordings (see
to study individual neurons. They found that
many cells responded in two different ways to
a spot of light depending on which part of the
cell was affected:

KEY TERMS

receptive field: the region of the retina within
which light influences the activity of a particular
neuron.

lateral inhibition: reduction of activity in one
neuron caused by activity in a neighbouring
neuron.
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(1)  An “on” response, with an increased rate
of firing when the light was on.

(2)  An “off” response, with the light causing
a decreased rate of firing.

ON-centre cells produce the on-response to a
light in the centre of their receptive field and
an off-response to a light in the periphery. The
opposite is the case with off-centre cells.

[Hubel and Wiesel (e.g., 1979) discovered
two types of neuron in the receptive fields
of the primary visual cortex: simple cells and
complex cells. Simple cells have “on” and “off”
regions, with each region being rectangular in
shape. These cells respond most to dark bars
in a light field, light bars in a dark field, or
straight edges between areas of light and dark.
Any given simple cell only responds strongly
to stimuli of a particular orientation, and so
the responses of these cells could be relevant
to feature detection.

Complex cells resemble simple cells in that
they respond maximally to straight-line stimuli
in a particular orientation. However, complex
cells have large receptive fields and respond
more to moving contours. Each complex cell
is driven by several simple cells having the
same orientation preference and closely over-
lapping receptive fields [Alonso & Martinez, |
. There are also end-stopped cells. The
responsiveness of these cells depends on stimu-
lus length and on orientation.

There are three final points. First, cortical
cells provide ambiguous information because
they respond in the same way to different
stimuli. For example, a cell may respond equally
to a horizontal line moving rapidly and a nearly
horizontal line moving slowly. We need to com-
bine information from many neurons to remove
ambiguities.

Second, primary visual cortex is organised
as a retinotopic map, which is “an array of
nerve cells that have the same positions relative
to one another as their receptive fields have
on the surface of the retina”
&} Georgeson, 2003|, pp. 462-463). Note that
retinotopic maps are also found in V2, V3, and
posterior parietal cortex [Wandell, Dumoulin,

[& Brewer, 2007). These maps are very useful
because they preserve the spatial arrangement of
the visual image, without which accurate visual
perception would probably be impossible.

Third, V1 and V2 are both involved in
the early stages of visual processing. However,
that is not the complete story. In fact, there is
an initial “feedforward sweep” that proceeds
through the visual areas starting with V1 and
then V2. In addition, however, there is a sec-
ond phase of processing (recurrent processing)
in which processing proceeds in the opposite
direction . There is evidence
that some recurrent processing can occur in
V1 within 120 ms of stimulus onset and also

at later times |(Boehler, Schoenfeld, Heinze,

& Hopf, 200§). Observers were more likely

to have visual awareness of the stimulus that
had been presented on trials on which recur-
rent processing was strongly present. This sug-
gests that recurrent processing may be of major

importance in visual perception (see discussion
in| Chapter 16|).

Functional specialisation
[Zeki (1992]]1993} put forward a functional
specialisation theory, according to which dif-
ferent parts of the cortex are specialised for
different visual functions (e.g., colour process-
ing, motion processing, form processing). By
analogy, the visual system resembles a team of
workers, each working on his/her own to solve
part of a complex problem. The results of their
labours are then combined to produce the solu-
tion (i.e., coherent visual perception).

Why might there be functional specialisa-
tion in the visual brain?[Zeki (2005) argued that
there are two main reasons. First, the attributes
of objects occur in complex and unpredictable

KEY TERM

retinotopic map: nerve cells occupying the
same relative positions as their respective
receptive fields have on the retina.
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combinations in the visual world. For example,
a green object may be a car, a sheet of paper, or
a leaf, and a car may be red, black, blue, or green
[Zeki, 2003). We need to process all of an object’s
attributes to perceive it accurately. Second, the
kind of processing required differs considerably
from one attribute to another. For example,
motion processing requires integrating informa-
tion obtained from at least two successive points
in time. In contrast, form or shape processing
involves considering the relationship of elements
to each other at one point in time.

Much of our early knowledge of functional
specialisation in the visual brain came from
research on monkeys. This is partly because
certain kinds of experiments (e.g., surgical
removal of parts of the visual brain) can be
performed on monkeys but not humans. Some
of the main areas of the visual cortex in the
macaque monkey are shown in|Figure 2.4. The
retina connects primarily to what is known as

the primary cortex or area V1. The importance
of area V1 is shown by the fact that lesions
at any point along the pathway to it from the
retina lead to virtually total blindness within
the affected part of V1. However, areas V2
to VS5 are also of major significance in visual
perception. It is generally assumed that the
organisation of the human visual system closely
resembles that of the macaque, and so reference
is often made to human brain areas such as V1,
V2, and so on. Technically, however, they should
be referred to as analogue V1, analogue V2,
and so on, because these areas are identified by
analogy with the macaque brain.

Here are the main functions| Zeki (1992,
20035) ascribed to these areas:

e V1 and V2: These areas are involved at
an early stage of visual processing. They
contain different groups of cells responsive
to colour and form.

V4

A cross-section

of the visual cortex of the

macaque monkey. From
. Reproduced
with permission from Carol
Donner.
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e V3 and V3A: Cells in these areas are respon-
sive to form (especially the shapes of objects
in motion) but not to colour.

e V4: The overwhelming majority of cells in
this area are responsive to colour; many
are also responsive to line orientation. This
area in monkeys is unusual in that there is
much mixing of connections from temporal
and parietal cortex [Baizer, Ungerleider, & |

[Desimone, 1991)).

e V5:This area is specialised for visual motion.
In studies with macaque monkeys, Zeki
found that all the cells in this area were
responsive to motion but not to colour.
In humans, the areas specialised for visual
motion are referred to as MT and MST.

One of Zeki’s central assumptions was that colour,
form, and motion are processed in anatomically
separate parts of the visual cortex. Much of the
original evidence came from studies on monkeys.
Relevant human evidence is considered below.

Form processing

Several areas are involved in form processing
in humans, including areas V1, V2, V3, V4, and
culminating in inferotemporal cortex. However,
the cognitive neuroscience approach to form
perception has focused mainly on inferotem-

(2) Tolerance: neurons with high tolerance
respond strongly to retinal images of the
same object differing due to changes in

position, size, illumination, and so on.

Zoccolan_et _al. (2007)| found in monkeys
that those neurons high in object selectivity
tended to be low in tolerance, and those high
in tolerance were low in object selectivity.
What do these findings mean? It is valuable
to have neurons that are very specific in their
responsiveness (i.e., high object selectivity
+ low tolerance) and others that respond to far
more stimuli (i.e., low object selectivity + tol-
erance). Maximising the amount of selectivity
and tolerance across neurons provides the basis
for effective fine-grained identification (e.g.,
identifying a specific face) as well as broad cat-
egorisation (e.g., deciding whether the stimulus
_represents a cat).

There is much more on the responsiveness
of neurons in anterior inferotemporal cortex in
[Chapter 3. If form processing occurs in differ-
ent brain areas from colour and motion pro-
cessing, we might anticipate that some patients
would have severely impaired form processing
but intact colour and motion processing. That
does not seem to be the case. According to

[Zeki (1992) the reason is that a lesion large

poral cortex. For example,| Sugase, Yamane,

[Ueno, and Kawano (1999) presented human
faces, monkey faces, and simple geometrical
objects (e.g., squares, circles) to monkeys.
Neural activity occurring 50 ms after stimulus
presentation varied as a function of the type of
stimulus presented (e.g., human face vs. monkey
face). Neural activity occurring several hundred
milliseconds after stimulus presentation was
influenced by more detailed characteristics of
the stimulus (e.g., facial expression).

|Zoccolan, Kouh, Poggio, and DiCarlo

[2007)] argued that neurons in the anterior
region of the inferotemporal cortex differ in
two important ways:

(1)  Object selectivity: neurons with high object
selectivity respond mainly or exclusively
to specific visual objects.

enough to destroy areas V3, V4, and infero-
temporal cortex would probably destroy area
V1 as well. As a result, the patient would suffer
from total blindness rather than simply loss of
form perception.

Colour processing

Studies involving brain-damaged patients and
others involving techniques for studying the
brain (e.g., functional neuroimaging) have been
used to test the assumption that V4 is specia-
lised for colour processing. We will consider
these two kinds of study in turn.

If area V4 and related areas are specialised
for colour processing, then patients with damage
mostly limited to those areas should show little
or no colour perception combined with fairly
normal form and motion perception and ability
to see fine detail. This is approximately the
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case in some patients with achromatopsia (also

known as cerebral achromatopsia).|[Bouvier

[and Engel (2006) carried out a meta-analysis
involving all known cases of achromatopsia.
They reported three main findings:

(1) A small brain area within ventral occipital
cortex in (or close to) area V4 was damaged
in nearly all cases of achromatopsia.

(2) The loss of colour vision in patients with
achromatopsia was often only partial, with
some patients performing at normal levels
on some tasks involving colour perception.

(3)  Most patients with achromatopsia had sub-
stantial impairments of spatial vision.

What can we conclude from the above
findings? An area in (or close to) V4 plays a
major role in colour processing. However, we
must not overstate its importance. The finding
that some colour perception is often possible
with damage to this area indicates it is not
the only area involved in colour processing.
The finding that patients with achromatopsia
typically also have substantial deficits in spatial
vision suggests that the area is not specialised
just for colour processing.

Functional neuroimaging evidence that V4
plays an important role in colour processing
was reported by|Zeki and Marini (1998). They
presented human observers with pictures of
normally coloured objects (e.g., red straw-
berries), abnormally coloured objects (e.g., blue
strawberries), and black-and-white pictures of
objects. Functional magnetic resonance imag-
ing (fMRI; see indicated that both
kinds of coloured objects activated a pathway
going from V1 to V4. In addition, abnormally
coloured objects (but not normally coloured
ones) led to activation in the dorsolateral pre-
frontal cortex. A reasonable interpretation of
these findings is that higher-level cognitive
processes associated with the dorsolateral pre-
frontal cortex were involved when the object’s
colour was unexpected or surprising.

Similar findings were reported by[ Wade, |
Brewer, Rieger, and Wandell (2002)] They used
fMRI, and found that areas V1 and V2 were

actively involved in colour processing in humans
in addition to the involvement of area V4.
More detailed research involving single-unit

recording (see[Glossary)) has clarified the role

of V4 in colour processing] Conway, Moeller,

[and Tsao (2007] identified clusters of cells in
V4 and adjacent areas that responded strongly
to colour and also showed some responsiveness
to shape. There were other cells in between
these clusters showing some shape selectiv-
ity but no response to colour. These findings
strengthen the argument that V4 is impor-
tant for colour processing. They also help to
clarify why patients with achromatopsia gener-
ally have severe problems with spatial vision
— cells specialised for colour processing and for
spatial processing are very close to each other
within the brain.

In sum, area V4 and adjacent areas are
undoubtedly involved in colour processing, as
has been found in studies on patients with
achromatopsia and in brain-imaging studies.
However, the association between colour pro-
cessing and involvement of V4 is not strong
enough for us to regard it as a “colour centre”.
First, there is much evidence that other areas
(e.g., V1, V2) are also involved in colour pro-
cessing. Second, some ability to process colour
is present in most individuals with achroma-
topsia. It is also present in monkeys with lesions
to V4 [Heywood & Cowey, 1999). Third, most
patients with achromatopsia have deficits in
other visual processing (e.g., spatial processing)
in addition to colour processing. Fourth, “The
size of V4 (it is substantially the largest area
beyond V2) and its anatomical position (it is
the gateway to the temporal lobe) necessitate
that it do more than just support colour vision”

Lennie, 1998] p. 920).

KEY TERM

achromatopsia: this is a condition involving
brain damage in which there is little or no
colour perception, but form and motion
perception are relatively intact.
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Motion processing

Area VS5 (also known as MT, standing for median
or middle temporal) is heavily involved in motion
processing] Anderson et al. (1996)|used magneto-
encephalography (MEG) and fMRI (sed Glossary})
to assess brain activity in response to motion
stimuli. They reported that, “human V5 is located
near the occipito—temporal border in a minor
sulcus (groove) immediately below the superior
temporal sulcus” (p. 428). This is consistent

with other findings. For example|Zeki, Watson
llzueck; Fristoni Kennard, and Frackowiak (1991
used PET (seq Glossary) and found that V5 (or

MT) became very active when observers viewed
moving dots relative to static ones.
Functional neuroimaging studies indicate

that motion processing is associated with activity
in V5 (or MT), but do not show clearly that
VS5 (or MT) is necessary for motion perception.
This issue was addressed by|Beckers and Zeki |
[(1995]. They used transcranial magnetic stimu-
lation (TMS; sed Glossary) to disrupt activity in

V5/MT. This almost eliminated motion percep-

tion.{McKeefry, Burton, Vakrou, Barrett, and
[Morland (2008)also used TMS. When TMS
was applied to V5/MT, it produced a subjective
slowing of stimulus speed and impaired the
ability to discriminate between different speeds.
Additional evidence that area V5/MT is of major
importance in motion processing comes from
studies on patients with akinetopsia. Akinetopsia
is a condition in which stationary objects are
generally perceived fairly normally but moving
objects are not|Zihl, van Cramon, and Mai (1983]
studied LM, a woman with akinetopsia who
had suffered bilateral damage to the motion area
(V5/MT). She was good at locating stationary
objects by sight, she had good colour discrimina-
tion, and her binocular visual functions (e.g.,
stereoscopic depth) were normal, but her motion

perception was grossly deficient. According to
Zihl et al.:

She had difficulty . . . in pouring tea or
coffee into a cup because the fluid appeared
frozen, like a glacier. In addition, she could
not stop pouring at the right time since
she was unable to perceive the movement

Akinetopsia is a condition in which stationary
objects are generally perceived fairly normally
but motion perception is often deficient.
Free-flowing liquids, for example, can appear to
be frozen, which can make a simple task, such as
pouring a glass of water, very difficult.

in the cup (or a pot) when the fluid rose. . ..
In a room where more than two people were
walking she felt very insecure . . . because
“people were suddenly here or there but
I have not seen them moving”.

V5 (MT) is not the only area involved in
motion processing. Another area that is involved
is area MST (medial superior temporal), which is

adjacent to and just above V5/MT,|Vaina (1998)

KEY TERM

akinetopsia: this is a brain-damaged condition
in which stationary objects are perceived
reasonably well but objects in motion cannot
be perceived accurately.
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studied two patients with damage to MST. Both
patients performed normally on some tests of
motion perception, but had various problems
relating to motion perception. One patient (RR)
“frequently bumped into people, corners and
things in his way, particularly into moving targets
(e.g., people walking)” (p. 498). These findings
suggest that MST is involved in the visual
guidance of walking {Sekuler & Blake, 2002).
There is an important distinction between
first-order and second-order motion perception
[Cavanagh & Mather, 1989). With first-order
displays, the moving shape differs in luminance
(emitted or reflected light) from its background.
For example, the shape might be dark whereas
the background is light (a shadow passing over
the ground). With second-order displays, there is
no difference in luminance between the moving
shape and the background, and we need to take
account of other changes (e.g., contrast changes)
to perceive motion. In everyday life, we encounter
second-order displays fairly infrequently (e.g.,
movement of grass in a field caused by the wind).
There has been theoretical controversy con-
cerning whether different mechanisms underlie
the perception of first-order and second-order
motion. There is increasing evidence that dif-
ferent mechanisms are involved [Ashida, Lingnau]
Wall, and Smith (2007)| found that repeated
presentation of first-order displays led to a
substantial reduction in activation in motion
areas MT and MST. This is known as adaptation
and occurs because many of the same neurons
are activated by each display. Very similar
reductions in activation in the motion areas
occurred with repeated presentations of second-
order displays. However, the key finding was
that there was 70 evidence of adaptation in MT
and MST when first-order displays were followed
by second-order displays or vice versa. The
implication is that the two kinds of stimuli
activated different sets of neurons and thus
probably involved different processes.
Support for the notion of different mecha-
nisms for perception of first-order and second-
order was also reported by|[Rizzo, Nawrot, Sparks]
4nd Dawson (2008). They studied patients with
brain damage in the visual cortex. There were

22 patients with a deficit in perception of first-
order motion but not of second-order motion,
and one patient with a deficit only in perception
of second-order motion. This double dissocia-
tion indicates that different processes may well
be involved in perception of the two types
of motion. Of interest, many of the patients
had brain damage not limited to the so-called
motion areas, suggesting that several brain
areas are involved in perception of motion.

Much of the brain research on motion
perception has involved monkeys rather than
humans. We need to be careful about generalis-
ing from such research to humans, because
more brain areas are involved in human motion
perception] Orban et al. (2003] found in an fMRI
study that motion stimuli caused activation in
V5/MT and surrounding areas in humans and
in monkeys. However, area V3A and several
other regions were more activated in humans
than in monkeys. Of relevance[ McKeefry et al.
(2008), in a study discussed above, found that
perception of stimulus speed was impaired when
TMS was applied to V3A, suggesting it is
involved in motion processing.

Why are there differences between species in
the brain areas devoted to motion processing?
Speculatively|Orban et al. (2003, p. 1766) pro-
posed this answer: “The use of tools requires
the control of motion (e.g., primitive ways of
making fire) . .. this is also true for hunting
with primitive weapons . . . motion processing
became behaviourally much more important
when humans emerged from the primate family
millions of years ago.”

Binding problem

Zeki’s functional specialisation approach
poses the obvious problem of how information
about an object’s motion, colour, and form is
combined and integrated to produce coherent
perception. This is known as the binding problem:

KEY TERM

binding problem: the issue of integrating different
kinds of information during visual perception.
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“local, spatially distributed features (e.g., colour,
motion) must be grouped into coherent, global
objects that are segmented from one another
and from the backgrounds against which they
appear” [Guttman, Gilroy, & Blake, 2007)).
One approach to the binding problem is to
argue that there is less functional specialisation
than Zeki claimed, which reduces the complexity

distributed areas of the brain and proceeds
through several stages. This makes it implau-
sible that precise synchrony could be achieved.
Another problem is that two or more objects
are often presented at the same time. On the
synchrony hypothesis, it would seem hard to
keep the processing of these objects separate.
(futtman, Gilroy, and Blake (2007) have sug-

of the problem. For example, [Kourtzi, Krekelberg,|
4nd van Wezel (2008)|argued that there are
numerous interactions between brain regions
involved in motion and form processing,
respectively|Lorteije, Kenemans, Iellemai] van der]

ubbe, Lommers, and van Wright (2007) studied
activation to static pictures of running humans
in areas of the visual cortex involved in motion
processing. There was significant activation in
those areas, but it was reduced when participants
had previously been exposed to real motion in
the same direction as the implied motion. These
findings suggest that form and motion are pro-
cessed in the same areas of cortex.

A different approach to the binding problem
is the synchrony hypothesis [Canales, Gémez, |
. According to this hypothesis,
the presentation of a given object leads to wide-
spread visual processing, and coherent visual
perception depends upon a synchronisation
of neural activity across several cortical areas.
Of some relevance, there is evidence that
widespread synchronisation of neural activity
is associated with conscious visual awareness
(e.g.{ Melloni et al., 2007;|Rodriguez, George
lachaux, Martinerie, Renault, & Varela, 1999;
). However, this association does
not demonstrate that synchronisation causes
conscious perception. Negative evidence was
reported by[Moutoussis and Zeki (1997)|and
by[Bartels and Zeki (2004). Moutoussis and
Zeki found that colour was perceived about
80-100 ms before motion, which suggests a
lack of synchrony. Bartels and Zeki found that
there was a reduction in synchrony across the
brain when participants who had been in a
resting state were presented with the Bond
movie, Tomorrow Never Dies.

The synchrony hypothesis is oversimplified.
Visual processing of an object occurs in widely

gested an alternative hypothesis based on the
notion that perception depends on patterns of
neural activity over time rather than on precise
synchrony.

Evaluation

Zeki’s functional specialisation theory has
deservedly been influential. It represents an
interesting attempt to provide a relatively sim-
ple overview of a remarkably complex reality.
As is discussed in more detail later, there are
strong grounds for agreeing with Zeki that
processing of motion typically proceeds some-
what independently of other types of visual
processing.

There are three major limitations with
Zeki’s theoretical approach. First, the various
brain areas involved in visual processing are
not nearly as specialised and limited in their
processing as implied by the theory.[Heywood]
and Cowey (1999 considered the percentage of
cells in each visual cortical area that responded
selectively to various stimulus characteristics
(see). Cells in several areas respond
to orientation, disparity, and colour. There is
reasonable evidence for specialisation only
with respect to responsiveness to direction of
stimulus motion.

Second, early visual processing in areas V1
and V2 is more extensive than suggested by
Zeki. As we saw earlier,| Hegde and Van Essen |
found that many V2 cells in macaque
monkeys responded to complex shapes.

Third, Zeki has not addressed the binding
problem satisfactorily. This problem is more
tractable if we discard the functional specialisa-
tion assumption and assume instead that there
are numerous interactions among the brain

areas involved in visual processing
¢t al., 2008)).
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TWO VISUAL SYSTEMS:
PERCEPTION AND ACTION

A fundamental question in vision research is as
follows: what is the major function of vision?
As|Milner and Goodale (1998 p. 2) pointed
out, “Standard accounts of vision implicitly
assume that the purpose of the visual system
is to construct some sort of internal model of
the world outside.” That assumption may seem
reasonable but is probably inadequate.

One of the most influential answers to the
above question was provided by[Milner and]
(boodale (e.g., 1993]1999). They argued there
are fwo visual systems, each fulfilling a different
function. First, there is a vision-for-perception
system based on the ventral pathway; see
), which is the one we immediately
think of when considering visual perception. It
is the system we use to decide that the animal
in front of us is a cat or a buffalo or to admire
a magnificent landscape. In other words, it is
used to identify objects.

Second, there is a vision-for-action system
(based on the dorsal pathway; see),

which is used for visually guided action. It is
the system we use when running to return a
ball at tennis or some other sport. It is also the
system we use when grasping an object. When
we grasp an object, it is important we calculate
its orientation and position with respect to
ourselves. Since observers and objects often
move with respect to each other, it is important
that the calculations of orientation and posi-
tion are done immediately prior to initiating
a movement.

put forward a dual-process
approach resembling the perception—action
theory of{ Milner and Goodale (1995}]1998).
He agreed with Milner and Goodale that there
are separate ventral and dorsal pathways. He
also agreed that the functions of each pathway
were basically those proposed by Milner and
Goodale. In broad terms, the functions of the
two pathways or systems are as follows: “The
dorsal system deals mainly with the utilisa-
tion of visual information for the guidance of
behaviour in one’s environment. The ventral
system deals mainly with the utilisation of
visual information for ‘knowing’ one’s environ-
ment, that is, identifying and recognising items
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The vision-for-perception
system (based on the
ventral pathway) helps
this tennis player identify
the incoming ball, whereas
deciding where to move
his hands and legs in order
to return it successfully
relies upon the vision-for-
action system (based on
the dorsal pathway).

TABLE 2.11 Eight main differences between the ventral and dorsal systems (based on Norman, 2002).

5. Consciousness Typically high
6. Frame of reference
7. Visual input Mainly foveal or parafoveal

8. Monocular vision

Factor Ventral system

I. Function Recognition/identification

2. Sensitivity High spatial frequencies: details

3. Memory Memory-based (stored representations)
4. Speed Relatively slow

Allocentric or object-centred

Generally reasonably small effects

Dorsal system

Visually guided behaviour

High temporal frequencies: motion
Only very short-term storage
Relatively fast

Typically low

Egocentric or body-centred
Across retina

Often large effects (e.g., motion
parallax)

previously encountered and storing new visual
information for later encounters”
2002} p. 95).

We can understand the essence of the dual-
process approach if we consider the various dif-
ferences assumed by Norman to exist between
the two processing systems (see ).

[Norman’s (2002) dual-process approach
provides a more detailed account of differences
between the ventral and dorsal systems than
Milner and Goodale’s (1993,199§) perception—
action theory. However, there is much overlap

between the two theoretical approaches. Since
more research has focused on perception—action
theory, our focus will be on that theory.

Experimental evidence:

brain-damaged patients

We can test Milner and Goodale’s perception—
action theory and Norman’s dual-process approach
by studying brain-damaged patients. We would
expect to find some patients (those with damage
to the dorsal pathway) having reasonably intact
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Percentage of overlapping lesions (areas of brain damage) in patients with optic ataxia
(SPL = superior parietal lobule; IPL = inferior parietal lobule; SOG = superior occipital gyrus; Pc = precuneus;

POS = parieto-occipital sulcus). From|Karnath and Perenin (2005), by permission of Oxford University Press.

vision for perception but severely impaired vision
for action. There should also be other patients
(those with damage to the ventral pathway)
showing the opposite pattern of intact vision
for action but very poor vision for perception.
There should thus be a double dissociation (see
[Glossary).

Of relevance to the theory are patients with
optic ataxia, who have damage to the dorsal
pathway, especially the intra parietal sulcus and
the superior parietal lobule (see [Figure 2.8).
Patients with optic ataxia are poor at making
precise visually guided movements in spite of the
fact that their vision and ability to move their

[Takobson, Archibald, Carey, and Goodale (1991)
studied VK, a patient with optic ataxia who had
difficulty in grasping objects. Close inspection
of her grip aperture at different points in grasp-
ing indicated that her initial planning was
essentially normal.

What about patients with damage to the
ventral stream only? Of relevance here are some
patients with visual agnosia, a condition involv-
ing severe problems with object recognition
even though visual information reaches the
cortex (seel Chapter 3f). Perhaps the most studied
visual agnosic is DE{James, Cull
Milner, and Goodale (2003)| found that her

arms is essentially intact| Perenin and Vighetto]|
found that patients with optic ataxia had
great difficulty in rotating their hands appropri-
ately when reaching towards (and into) a large
oriented slot in front of them. These findings fit
with the theory, because damage to the dorsal
pathway should impair vision-for-action.
Many patients with optic ataxia do not
have problems with all aspects of reaching for
objects. More specifically, they are often better
at action planning than at the subsequent
production of appropriate motor movements.

KEY TERMS

optic ataxia: a condition in which there are
problems with making visually guided limb
movements in spite of reasonably intact visual
perception.

visual agnosia: a condition in which there are
great problems in recognising objects presented
visually even though visual information reaches
the visual cortex.
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A: damage to DF’s lateral occipital complex within the ventral stream is shown in pale blue;
B: location of the lateral occipital complex in healthy individuals. From|James et al. (2003), by permission of

Oxford University Press.

brain damage was in the ventral pathway or
stream (see). DF showed no greater
activation in the ventral stream when presented
with drawings of objects than when presented
with scrambled line drawings. However, she
showed high levels of activation in the dorsal
stream when grasping for objects.

In spite of having reasonable visual
acuity, DF could not identify any of a series
of drawings of common objects. However, as
pointed out by|Milner et al. (1991] p. 424),
DF “had little difficulty in everyday activity
such as opening doors, shaking hands, walk-
ing around furniture, and eating meals . . . she
could accurately reach out and grasp a pencil
orientated at different angles.”

In a study by{Goodale and Milner (1992)]
DF held a card in her hand and looked at a
circular block into which a slot had been cut.
She was unable to orient the card so it would
fit into the slot, suggesting that she had very
poor perceptual skills. However, DF performed
well when asked to move her hand forward
and insert the card into the slot.

[Dijkerman, Milner, and Carey (1998) |
assessed DF’s performance on various tasks
when presented with several differently coloured
objects. There were two main findings. First,
DF could not distinguish accurately between
the coloured objects, suggesting problems
with object recognition due to damage to the
ventral stream. Second, DF reached out and
touched the objects as accurately as healthy
individuals using information about their
positions relative to her own body. This sug-
gests that her ability to use visual information
to guide action using the dorsal stream was
largely intact.

Some other studies on brain-damaged
patients produced findings less consistent with
the original version of perception—action theory.
We will consider those findings shortly.

Experimental evidence: visual

illusions
There have been hundreds of studies of visual
illusions over the years. The Miiller-Lyer
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Miiller—Lyer illusion.

illusion (see[Figure 2.10} is one of the most
famous. The vertical line on the left looks
longer than the one on the right. In fact,
however, they are the same length, as can be
confirmed by using a ruler! Another well-
known illusion is the Ebbinghaus illusion (see
[Figure 2.11)). In this illusion, the central circle

surrounded by smaller circles looks larger than

©)
©)
O e
©)
O

The Ebbinghaus illusion.

a central circle of the same size surrounded by
larger circles. In fact, the two central circles
are the same size.

There are hundreds of other visual illu-
sions. Their existence leaves us with an intrigu-
ing paradox. How has the human species been
so successful given that our visual perceptual
processes are apparently very prone to error?
[Milner and Goodale (1995][2006) provided
a neat explanation. According to them, most
studies on visual illusions have involved the
vision-for-perception system. However, we
use mostly the vision-for-action system when
avoiding walking too close to a precipice or
dodging cars as we cross the road. Milner
and Goodale argued that the vision-for-action
system provides accurate information about
our position with respect to objects. These
ideas produce an exciting prediction: grasp-
ing for objects using the vision-for-action
system should be unaffected by the Muller—
Lyer, the Ebbinghaus, and many other visual
illusions.

Numerous studies support the above
prediction. For example,| Haart, Carey, and |
used a three-dimensional version
of the Miller-Lyer illusion. There were two
tasks:

(1) A matching task in which participants
indicated the length of the shaft on one
figure by the size of the gap between
their index finger and thumb. This task
was designed to require the vision-for-
perception system.

(2) A grasping task, in which participants
rapidly grasped the target figure length-
wise using their index finger and thumb.
This task was designed to use the vision-
for-action system.

What|Haart et al. (1999) found is shown
in| Figure 2.12} There was a strong illusion
effect when the matching task was used. More
interestingly, there was 7o illusory effect at all
with the grasping task.

| Bruno, Bernardis, and Gentilucci (2008)]
carried out a meta-analysis of 33 studies involving
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The hollow-face illusion
Many studies have shown that visual illusion
effects are reduced (or disappear altogether)
when observers make rapid reaching or grasp-
ing movements towards illusory figures. This is
as predicted by the perception—action theory.
However, the magnitude of such effects is
typically relatively small, and there have been
several failures to obtain the predicted findings.
[Kroéliczak, Heard, Goodale, and Gregory (2006)
tested the theory using the hollow-face illusion
in which a realistic hollow mask looks like a
normal convex face (see Figure 2.13; visit the
website{ www.richardgregory.org/experiments/|
[index/htm). They did this because this illusion
is especially strong.

There were three stimuli: (1) a normal con-
vex face mask perceived as a normal face; (2) a
hollow mask perceived as convex (projecting

the Miiller-Lyer or related illusions in which
observers had to point rapidly at the figure.
These studies were designed to involve the vision-
for-action system, and the mean illusion effect
was 5.5%. For comparison purposes, they con-
sidered 11 studies using standard procedures
(e.g., verbal estimations of length) and designed
to involve the vision-for-perception system. Here,
the mean illusion effect was 22.4%. The finding
that the mean illusion effect was four times
greater in the former studies clearly supports
the perception—action model. However, it could
be argued that the model predicts no illusion
effect at all with rapid pointing.

Action: planning + motor responses
A study by[Kroliczak et al. (20064 see [Box)
found that some motor movements (slow
pointing) were much more affected by the
hollow-face illusion than were different motor
movements (fast flicking). How can we best
explain this difference? The starting point is
to realise that the processes involved in pro-
ducing different actions can vary substantially.

outwards) rather than hollow; and (3) a hollow
mask perceived as hollow.There were also three
tasks involving a target (small cylindrical magnet)
placed on the face mask:

(1) Drawing the target position on paper. This
task was designed to involve the ventral
stream and thus the vision-for-perception
system.

(2) Fast flicking finger movements were made
to targets presented on the face. This task
was designed to involve the dorsal stream
and thus the vision-for-action system.

(3) Slow pointing finger movements were made
to targets on the face. Previous research
had suggested this task might provide
time for the vision-for-perception system
to influence performance.


http://www.richardgregory.org/experiments/index/htm
http://www.richardgregory.org/experiments/index/htm
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For example, most of your actions probably
occur rapidly and with little or nothing in
the way of conscious planning. In contrast,
if you have ever eaten a Chinese meal using
chopsticks, you probably found yourself labo-
riously working out what to do to get any
food into your mouth. The take-home message
is that our actions often involve the ventral,
vision-for-perception system as well as the
dorsal, vision-for-action system. This makes
much sense given that the dorsal and ventral
streams both project to the primary motor
cortex [Rossetti & Pisella, 2002). (There is
additional coverage of some of these issues in
in the section on| Glover’s (2004)|
planning—control model.)

Evidence suggesting the ventral stream
can be involved in perception for action was
reported by| Creem and Proffitt (2001)} They
argued that we should distinguish between
effective and appropriate grasping. For exam-
ple, we can grasp a toothbrush effectively by its
bristles, but appropriate grasping involves pick-
ing it up by the handle. The key assumption
is that appropriate grasping involves accessing
stored knowledge about the object; with the
consequence that appropriate grasping depends
in part on the ventral stream.

Creem and Proffitt tested the above
hypothesis by asking participants to pick up
various familiar objects with distinct handles

Creem and Proffitt (2001) found that appropriate
grasping of an object requires the retrieval of
object knowledge from long-term memory.

(e.g., toothbrush, hammer, knife). The handle
always pointed away from the participant, and
the measure of interest was the percentage of
occasions on which the objects were grasped
appropriately. The grasping task was performed
on its own (control condition), while learning
a list of paired associates, or while performing
a spatial imagery task.

What was predicted byl Creem and Proffitt |
If appropriate grasping requires the
retrieval of object knowledge from long-term
memory, then paired-associate learning (which
involves retrieving words from long-term mem-
ory) should greatly impair people’s ability to
grasp objects appropriately. That is precisely
what was found. Thus, retrieval of object
knowledge (not involving the dorsal stream)
is necessary for appropriate grasping.

[Milner and Goodale (2008)]argued that
most tasks in which observers grasp an object
involve some processing in the ventral stream
as well as in the dorsal stream. Involvement
of the ventral, vision-for-perception system is
especially likely in the following circumstances:
(1) memory is required (e.g., there is a time lag
between the offset of the stimulus and the start
of the grasping movement); (2) time is avail-
able to plan the forthcoming movement (e.g.,

[Kroliczak et al., 2006); (3) planning which
movement to make is necessary; or (4) the
action is unpractised or awkward. As a rule of
thumb, actions are most likely to involve the
ventral stream when they are not automatic
but involve conscious cognitive processes. It is
assumed theoretically that the dorsal stream is
always involved in carrying out actions even
if the ventral stream has been much involved
in prior action planning.

Milner, Dijkerman, McIntosh, Rossetti, and
studied two patients with optic
ataxia. As discussed earlier, this is a condition
in which there are severe deficits in reaching
and grasping due to damage to the dorsal stream.
These patients made reaching and grasping
movements immediately or a few seconds after
the offset of the target object. Surprisingly, the
patients’ performance was better when they relied
on memory. How can we explain this finding?
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According to Milner et al., the patients did
reasonably well in the memory condition because
they could make use of their intact ventral stream.
They did poorly when immediate responses were
required because they could not use the ventral
stream in that condition.
Van Doorn, van der Kamp, and Savelsberg
provided evidence that the ventral stream
is involved in the planning of action. Participants
were presented with a rod of various lengths
forming part of a Miiller-Lyer figure (se
[2.10). They had to decide whether to pick the
rod up end-to-end using a one-handed or a two-
handed grip, a decision which clearly involved
planning. The key finding was that participants
chose a two-handed grip at shorter rod lengths
when the fins pointed outwards than when they
pointed inwards. However, their maximal grip
size was unaffected by the illusion. The visual
processes guiding action selection (planning)
seemed to involve the ventral stream whereas
those guiding motor programming did not.
Finally, we consider findings difficult to
account for on the revised version of the

perception—action theorz.| Coello, Danckert, |
Blangero, and Rossetti (2007] tested a patient,

IG, with optic ataxia involving extensive
damage to the dorsal stream. This patient
was presented with visual illusions, and made
perceptual judgements or actions (pointing
or grasping). It was assumed that IG would
rely on her intact ventral stream to perform
both kinds of task, and so would always be
affected by the visual illusions. In fact, how-
ever, she was not affected by the illusions when
she used pointing or grasping actions. This is
surprising, because showing no illusory effect
in those conditions is supposed theoretically
to depend on use of information from the
dorsal stream. Coello et al. argued that IG may
have used a visual system independent of the
dorsal stream (and possibly running through
the inferior parietal lobule) to provide visual
guidance of her actions.

Evaluation
The perception—action theory has been very
influential. The central assumption that there

are two rather separate visual systems (one
mostly concerned with perception for recogni-
tion and the other with perception for action)
is probably broadly correct. This assumption
has received strong support from two types of
research. First, there are studies on patients
with optic ataxia (damage to the dorsal stream)
and on visual agnosia (damage to the ventral
stream) that have produced the predicted
double dissociation. Second, there are studies
involving several visual illusions. These studies
have produced the surprising (but theoretically
predicted) finding that action-based perfor-
mance (e.g., grasping, pointing) is often immune
to the illusory effects. More recently,[ Milner |
[and Goodale (2008)| have clarified the circum-
stances in which the ventral stream is involved
in grasping and pointing. This is an important
development of the theory because it was never
likely that vision for action depended solely on
the dorsal stream.

What are the limitations of the perception—
action theory? First, there is much evidence
that the ventral stream is more likely to influence
reaching and grasping responses when those
responses are not immediate [Milner & Goodale)
. That makes sense given that cortical
responses to visual stimulation are typically
much faster in dorsal areas than in ventral ones
[Mather, 2009). The implication is that reaching
and grasping are typically influenced by both
processing streams provided that there is
sufficient time for the ventral stream to make
its contribution.

Second, it is generally the case that any
given theory is most likely to be discarded when
someone suggests a superior theory. That has
not happened with Milner and Goodale’s theory.
However,| Chen et al. (2007] have suggested
a promising approach that can be described
as a “frame and fill” theory [Mather, 2009).
According to this theory, rapid, coarse process-
ing in the dorsal stream provides the “frame”
for slower and more precise ventral stream
processing that supplies the “fill”. One of the
advantages of this theory is that it helps to
make sense of the findings discussed below
under point six.
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Third, the emphasis within the theory is
on the separate contributions of the dorsal
and ventral streams to vision and action. In
fact, however, the two visual systems typic-
ally interact with each other.
2008)| discussed some of these interactions.
For example,|Kourtzi and Kanwisher (2000)
found that photographs of an athlete running
produced strong responses in human MT/
MST (specialised for motion processing) in
the dorsal stream. Thus, visual perception can
have a direct impact on processing in the dorsal
stream. Much additional research provides
evidence that there are numerous reciprocal
connections between the two visual streams
[Mather, 2009).

Fourth, the notion that dorsal and ventral
streams process very different kinds of informa-
tion is too extreme. As we saw earlier, there
is evidence that motion-relevant information can
reach the ventral stream without previously
having been processed within the dorsal stream.
Some of the complex interactions between the

two processing streams can be inferred from
figure 2.9.

Fifth, it is often difficult to make firm
predictions from the theory. This is because
most visual tasks require the use of both
processing streams, and there are individual
differences in the strategies used to perform
these tasks.

Sixth, there has been some scepticism
(e.g.) Pisella, Binkofski, Lasek, Toni, & Rossett]

004) as to whether clear double dissociations
between optic ataxia and visual agnosia have
been demonstrated. For example, patients with
optic ataxia are supposed theoretically to have
impaired reaching for visual objects but intact
visual perception. However, some of them have
impaired visual perception for stimuli presented
to peripheral vision (see|Pisella et al., 2006,
for a review).

Seventh, there is much exciting research to
be done by studying visual illusions in brain-
damaged patients. Such research has hardl
started, but early findings (e.g.,
) seem somewhat inconsistent with predic-
tions of perception—action theory.

COLOUR VISION

Why has colour vision developed? After all, if
you see an old black-and-white movie on televi-
sion, you can easily understand the moving
images. One reason is that colour often makes
an object stand out from its background, mak-
ing it easier to distinguish figure from ground.
As is well known, the ability of chameleons to
change colour to blend in with their immediate
environment reduces their chances of being
attacked by predators. Another reason is that
colour helps us to recognise and categorise
objects. For example, colour perception is use-
ful when deciding whether a piece of fruit is
under-ripe, ripe, or over-ripe.

Before going any further, we need to con-
sider the meaning of the word “colour”. There
are three main qualities associated with colour.
First, there is hue, which is what distinguishes
red from yellow or blue. Second, there is
brightness, which is the perceived intensity
of light. Third, there is saturation, which
allows us to determine whether a colour is vivid
or pale. We saw earlier that the cones in the
retina are specialised for colour vision, and we
turn now to a more detailed consideration of
their role.

Trichromacy theory
Cone receptors contain light-sensitive photo-
pigment allowing them to respond to light.
According to trichromatic (three-coloured)
theory, there are three different kinds of cone
receptors. One type of cone receptor is most
sensitive to short-wavelength light, and gener-
ally responds most to stimuli perceived as blue.
A second type of cone receptor is most sensitive
to medium-wavelength light, and responds
greatly to stimuli generally seen as yellow-
green. The third type of cone receptor responds
most to long-wavelength light such as that
coming from stimuli perceived as orange-red.
How do we see other colours? According
to the theory, most stimuli activate two or all
three cone types. The colour we perceive is deter-
mined by the relative levels of stimulation of
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each cone type, with activation of all three cone
types leading to the perception of whiteness.
[Bowmaker and Dartnall (1980)| obtained
support for trichromatic theory using micro-
spectrophotometry, a technique permitting
measurement of the light absorbed at different
wavelengths by individual cone receptors. This
revealed three types of cones or receptors
responding maximally to different wavelengths
(see. Each cone type absorbs a
wide range of wavelengths, and so it would be
wrong to equate one cone type directly with
perception of blue, one with yellow-green, and
one with orange-red. There are about 4 million
long-wavelength cones, over 2 million medium-
wavelength cones, and under 1 million short-
wavelength cones [Cicerone & Nerger, 1989).
Roorda and Williams (1999) found that all
three types of cone are distributed fairly ran-
domly within the human eye. However, there
are few cones responsive to short-wavelength
light within the fovea or central part of the
retina. More recent research has indicated that the
ratio of long-wavelength to medium-wavelength
cones increases dramatically in the extreme

periphery of the human retina [Kuchenbecker,
Sahay, Tait, Neitz, & Neitz, 200§). Since long-

wavelength cones are maximally responsive to
stimuli perceived as red, this may help to
explain why matadors use red capes while
engaged in bull-fighting.

Many forms of colour deficiency are consis-
tent with trichromacy theory. Most individuals
with colour deficiency have dichromacy, in
which one cone class is missing. In deuter-
anomaly, the medium-wavelength (green) cones
are missing; in protanomaly, the long-wavelength
(red) cones are missing; and in tritanopia, the
short-wavelength (blue) cones are missing.

KEY TERMS

microspectrophotometry: a technique that
allows measurement of the amount of light
absorbed at various wavelengths by individual
cone receptors.

dichromacy: a deficiency in colour vision in
which one of the three basic colour mechanisms
is not functioning.
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Why has evolution equipped us with three
types of cone? It is clearly a very efficient system
- we can discriminate literally millions of colours
even with such a limited number of cone types.

Opponent-process theory
Trichromatic theory provides a reasonable
account of what happens at the receptor level.
However, it does not explain what happens
after the cone receptors have been activated.
In addition, it cannot account for negative
afterimages. If you stare at a square of a given
colour for several seconds and then shift your
gaze to a white surface, you will see a nega-
tive afterimage in the complementary colour
(complementary colours produce white when
combined). For example, a green square pro-
duces a red afterimage, whereas a blue square
produces a yellow afterimage.

The mysteries of negative afterimages were
solved by Ewald|Hering (1878)| with his
opponent-process theory. He assumed there
are three types of opponent processes in the
visual system. One opponent process (red—
green channel) produces perception of green
when it responds in one way and of red when
it responds in the opposite way. A second type
of opponent process (blue-yellow channel) pro-
duces perception of blue or yellow in the same
fashion. The third type of process (achromatic
channel) produces the perception of white at
one extreme and of black at the other.

There is convincing evidence support-
ing opponent-process theory. DeValois and
discovered opponent cells in
the geniculate nucleus of monkeys. These cells
showed increased activity to some wavelengths
of light but decreased activity to others. For
red-green cells, the transition point between
increased and decreased activity occurred between
the green and red parts of the spectrum. In
contrast, blue-yellow cells had a transition
point between the yellow and blue parts of the
spectrum.

According to opponent-process theory, it is
impossible to see blue and yellow together or red
and green, but the other colour combinations

can be seen. That is precisely what{Abramov and|
found when observers indicated
the percentage of blue, green, yellow, and
red they perceived when presented with single
wavelengths.

Opponent-process theory explains nega-
tive afterimages. Prolonged viewing of a given
colour (e.g., red) produces one extreme of
activity in the relevant opponent process. When
attention is then directed to a white surface,
the opponent process moves to its other extreme,
thus producing the negative afterimage.

The theory is of relevance in explaining
some types of colour deficiency. Red-green
deficiency (the most common form of colour
blindness) occurs when the high- or medium-
wavelength cones are damaged or missing, and
so the red—green channel cannot be used. Blue-
yellow deficiency occurs when individuals lack-
ing the short-wavelength cones cannot make
effective use of the blue-yellow channel.

Dual-process theory
The trichromacy and opponent-process theories
are both partially correct.|Hurvich and Jameson|
developed a dual-process theory that
provided a synthesis of the two earlier theories.
According to their theory, signals from the three
cone types identified by trichromacy theory are
sent to the opponent cells described in the
opponent-process theory (seq Figure 2.16)). There
are three channels. The achromatic (non-colour)
channel combines the activity of the medium- and
long-wavelength cones. The blue-yellow channel
represents the difference between the sum of the
medium- and long-wavelength cones, on the one
hand, and the short-wavelength cones, on the
other. The direction of difference determines

KEY TERM

negative afterimages: the illusory perception
of the complementary colour to the one that
has just been fixated for several seconds; green
is the complementary colour to red, and blue is
complementary to yellow.
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whether blue or yellow is seen. Finally, the red—
green channel represents the difference between
activity levels in the medium- and long-wavelength
cones. The direction of this difference deter-
mines whether red or green is perceived.

Evaluation

As we have seen, there is plentiful support for
the dual-process theory. However, it is becom-
ing increasingly clear that it is oversimplified
(see| Solomon & Lennie, 2007} for a review).
For example, Solomon and Lennie identify two
findings that are puzzling from the perspective
of dual-process theory. First, the proportions
of different cone types vary considerably across
individuals, but this has very little effect on colour
perception. Second, the arrangement of cone
types in the eye is fairly random (e.g.,[Roorda]
& Williams, 1999)). This seems odd because it
presumably makes it difficult for colour-opponent
mechanisms to work effectively. What such
findings suggest is that the early processes involved
in colour vision are much more complicated
than was previously believed to be the case.
Solomon and Lennie discuss some of these
complications in their review article.

Colour constancy
Colour constancy is the tendency for a surface
or object to be perceived as having the same

colour when there is a change in the wave-
lengths contained in the illuminant (the light
illuminating the surface or object). The phe-
nomenon of colour constancy indicates that
colour vision does not depend solely on the
wavelengths of the light reflected from objects.
What is the importance of colour constancy?
We can answer that question by considering
what would happen if we lacked colour con-
stancy. The apparent colour of familiar objects
would change dramatically as a function of
changes in the lighting conditions, and this
would make it very difficult to recognise objects
rapidly and accurately.

How good is our colour constancy?
(franzier, Brenner, and Smeets (2009] addressed
this issue in a study in which they assessed
colour constancy under natural conditions.
Observers were initially presented with six
uniformly coloured papers that were similar
in colour and learned to name them. After that,
the observers tried to identify individual papers
presented at various indoor and outdoor

KEY TERM

colour constancy: the tendency for any given
object to be perceived as having the same
colour under widely varying viewing conditions.
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locations differing substantially in term of light-
ing conditions. The key finding was that 55%
of the papers were identified correctly. This
may not sound very impressive, but represents a
good level of performance given the similarities
among the papers and the large differences in
viewing conditions.

A crucial problem we have when identifying
the colour of an object is that the wavelengths
of light reflected from it are greatly influenced
by the nature of the illuminant. Indeed, if
you observe a piece of paper in isolation, you
cannot tell the extent to which the wavelengths
of light reflected from it are due to the illuminant.
Many factors are involved in allowing us to
show reasonable colour constancy most of
the time in spite of this problem. However,
what is of central importance is context —
according to| Land’s (1977} 1986) retinex
theory, we decide the colour of a surface by
comparing its ability to reflect short, medium,
and long wavelengths against that of adjacent
surfaces. Land argued that colour constancy
breaks down when such comparisons cannot
be made effectively.

[Foster and Nascimento (1994)|developed
some of Land’s ideas into an influential theory
based on cone-excitation ratios. They worked
out cone excitations from various surfaces
viewed under different conditions of illumina-
tion. We can see what their big discovery was
by considering a simple example. Suppose there
were two illuminants and two surfaces. If sur-
face 1 led to the long-wavelength or red cones
responding three times as much with illuminant
1 as illuminant 2, then the same threefold
difference was also found with surface 2. Thus,
the ratio of cone responses was essentially
invariant with different illuminants, and thus
displayed reasonably high constancy. As a result,
we can use information about cone-excitation
ratios to eliminate the effects of the illuminant
and so assess object colour accurately.

There is considerable support for the notion
that cone-excitation ratios are important.

[ascimento, De Almeida, Fiadeiro, and Foster
2004)| obtained evidence suggesting that the
level of colour constancy shown in different

conditions could be predicted on the basis of
cone-excitation ratios.

[Reeves, Amano, and Foster (2008) argued
that it is important to distinguish between
our subjective experience and our judgements
about the world. We can see the difference
clearly if we consider feelings of warmth. As
you walk towards a fire, it feels subjectively to
get progressively hotter, but how hot the fire
is judged to be is unlikely to change. Reeves
et al. found high levels of colour constancy
when observers made judgements about the
objective similarity of two stimuli seen under
different illuminants. Observers were also very
good at deciding whether differences between
two stimuli resulted from a change in material
or a change in illumination. However, low
levels of colour constancy were obtained when
observers rated the subjective similarity of the
hue and saturation of two stimuli. Colour con-
stancy was high when observers took account
of the context to distinguish between the effects
of material change and illumination change,
but it was low when they focused only on the
stimuli themselves. More generally, the findings
show that we can use our visual system in very
flexible ways.

Shadows create apparent colour changes, yet we
interpret the colour as remaining constant under
a variety of conditions despite this. In this
example, we perceive a continuous green wall
with a sun streak, rather than a wall painted

in different colours.
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Other factors
One of the reasons we show colour constancy
is because of chromatic adaptation, in which
sensitivity to light of any given colour or hue
decreases over time. If you stand outside after
dark, you may be struck by the yellowness of
the artificial light in people’s houses. However,
if you have been in a room illuminated by
artificial light for some time, the light does not
seem yellow. Thus, chromatic adaptation can
enhance colour constancy,|Uchikawa, Uchikawa
and Boynton (1989) carried out a study in which
observers looked at isolated patches of coloured
paper. When the observer and the paper were
both illuminated by red light, there was chro-
matic adaptation — the perceived colour of the
paper only shifted slightly towards red. The
findings were different when the observer was
illuminated by white light and the paper by red
light. In this condition, there was little chromatic
adaptation, and the perceived colour of the
paper shifted considerably towards red.
[Kraft and Brainard (1999)|set up a visual
environment in a box. It included a tube
wrapped in tin foil, a pyramid, a cube, and a
Mondrian stimulus (square shapes of different
colours). When all the objects were visible, colour
constancy was as high as 83% even with large
changes in illumination. However, it decreased
when the various cues were progressively elimi-
nated. The most important factor in colour
constancy was local contrast, which involves
comparing the retinal cone responses from the
target surface with those from the immediate
background (cone-excitation ratios). When local
contrast could not be used, colour constancy
dropped from 83 to 53%. Another important
factor was global contrast, in which retinal
cone responses from the target surface are com-
pared with the average cone responses across
the entire visual scene. When the observers could
not use global contrast, colour constancy dropped
from 53 to 39%. When all the non-target
objects were removed, the observers were
denied valuable information in the form of
reflected highlights from glossy surfaces (e.g.,
tube wrapped in tin foil). This caused colour
constancy to drop to 11%.

Top-down influences (e.g., knowledge,
familiar colour) can have a strong effect on
colour constancy. Suppose that light from a
strongly coloured surface reflects onto a nearby
white surface. We all know that will affect the
light reflected from the white surface, and take
that into account when judging the colour of
the white surface.|Bloj, Kersten, and Hurlbert |
set up a visual display in which observ-
ers judged the colour of a white surface. In one
condition, observers were presented with a
three-dimensional display that created the false
impression that a strongly coloured surface
reflected onto that white surface. This misled
the observers and produced a substantial reduc-
tion in colour constancy.

Colour constancy is influenced by our know-
ledge of the familiar colours of objects (e.g.,
bananas are yellow; tomatoes are red). This was
shown in a study by|Hansen, Olkkonen, Walter,

nd Gegenfurtner (2006)} Observers viewed
digitised photographs of fruits and adjusted
their colour until they appeared grey. The key
finding was a general over-adjustment. For
example, a banana still looked yellowish to the
observers when it was actually grey, causing
them to adjust its colour to a slightly bluish
hue. Thus, objects tend to be perceived in their
typical colour.
found in monkeys that cells
in area V4 (specialised for colour processing)
responded strongly to a red patch illuminated
by red light. However, these cells did not
respond when the red patch was replaced by
a green, blue, or white patch, even though the
dominant reflected wavelength would generally
be perceived as red. Thus, these cells responded
to the actual colour of a surface rather than
simply to the wavelengths reflected from it. In
similar fashion,| Kusunoki, Moutoussis, and |

Zeki (2006)| found that cells in V4 continued

KEY TERM

chromatic adaptation: reduced sensitivity
to light of a given colour or hue after lengthy
exposure.
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to respond to a given colour even though there
were large changes in the background colour.
Thus, cells in V4 (but not earlier in visual
processing) exhibit colour constancy.

[Barbur_and Spang (2008)| studied instan-
taneous colour constancy, in which there is
high colour constancy following a sudden change
in illuminant. Use of fMRI revealed, as expected,
that the computations involved in instantaneous
colour constancy involved V4. Less expectedly,
V1 (primary visual cortex) was equally involved,
and there was also significant activation in V2
and V3. These findings suggest that areas other
than V4 play an important role in colour
constancy.

There is a final point. We should not regard
colour processing as being entirely separate from
other kinds of object processing. For example,
colour can influence perceived shape. Imagine
looking at a garden fairly late on a sunny day
with strong shadows cast by the trees. It is
easier to work out object boundaries (e.g., of
the lawn) by using differences in colour or
chromaticity than in luminance.[Kingdom (2003
found that gratings that look almost flat can
be made to look corrugated in depth by the
addition of appropriate colour.

Evaluation
Colour constancy is a complex achievement,
and observers often fall well short of complete
constancy. In view of its complexity, it is unsur-
prising that the visual system adopts an “all
hands on deck” approach in which many fac-
tors make a contribution. The most important
factors are those relating to the visual environ-
ment, especially context (local contrast, global
contrast). Of special importance are cone-
excitation ratios that remain almost invariant
across changes in illumination. In addition,
top-down factors such as our knowledge and
memory of the familiar colour of common
objects also play a role. Our understanding of
the brain mechanisms underlying colour con-
stancy has been enhanced by the discovery of
cells in V4 responding to colour constancy.
What are the limitations of research on
colour constancy? First, we lack a comprehen-

sive theory of how the various factors combine
to produce colour constancy. Second, there is
much to be discovered about the brain mech-
anisms involved in colour perception and colour
constancy. For example, we do not have a clear
understanding of why the cone types in the
eye are distributed fairly randomly rather than
systematically. Third, there is evidence (e.g.,
[Reeves et al., 2008) indicating that the extent to
which we show colour constancy depends greatly
on the precise instructions used. Little is known
of the factors producing these large differences.

PERCEPTION WITHOUT]

AWARENESS

It is tempting to assume that visual perception
is a conscious process. However, that is not
always the case. For example, there are patients
with severe damage to VI (primary visual cor-
tex) who suffer from blindsight. Such patients
can respond appropriately to visual stimuli in
the absence of conscious visual experience.
After we have considered blindsight patients,
we will discuss evidence from healthy indi-
viduals relating to unconscious perception or
subliminal perception (perception occurring
below the level of conscious awareness).

Blindsight

Numerous British soldiers in the First World
War who had received head wounds were treated
by an Army doctor called George Riddoch. He
found something fascinating in many of those

KEY TERMS

blindsight: the ability to respond appropriately
to visual stimuli in the absence of conscious
vision in patients with damage to the primary
visual cortex.

unconscious perception: perceptual
processes occurring below the level of conscious
awareness.

subliminal perception: processing that occurs
in the absence of conscious awareness.
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with injuries to the primary visual cortex (BA
17) at the back of the occipital area of the
brain (see[Figure 1.3)). This area is involved in
the early stages of visual processing, so it was
unsurprising that these patients had a loss of
perception in parts of the visual field. Much
more surprising was that they responded to
motion in those parts of the visual field in which
they claimed to be blind[Riddoch, 191¥)! Such
patients are said to suffer from blindsight, which
neatly captures the apparently paradoxical nature
of their condition.

Blindsight patients typically have extensive
damage to V1. However, their loss of visual
awareness in the blind field is probably 7ot due
directly to the V1 damage. Damage to V1 has
knock-on effects throughout the visual system,
leading to greatly reduced activation of sub-
sequent visual processing areas [Silvanto, 2008).

There are at least ten pathways from the
eye to the brain, many of which can be used
by blindsight patients ). It appears
that cortical mechanisms are not essential.
Kohler and Moscovitch (1997)| found that
blindsight patients who had had an entire corti-
cal hemisphere removed nevertheless showed
evidence of blindsight for stimulus detection,
stimulus localisation, form discrimination, and
motion detection for stimuli presented to their
removed hemisphere. However, those having
a cortical visual system (apart from primary
visual cortex) can perform more perceptual
tasks than those lacking a cerebral hemisphere
[Stoerig & Cowey, 1997)). There is evidence
that blindsight patients can often make use of
a tract linking the lateral geniculate nucleus to
the ipsilateral (same side of the body) human
visual motion area V5/MT that bypasses V1.

Blindsight patients vary in their residual
visual abilities.|Danckert and Rossetti (2005)]
identified three sub-types:

(1) Action-blindsight: these patients have
some ability to grasp or point at objects
in the blind field because they can make
some use of the dorsal stream of process-
ing|Baseler, Morland, and Wandell (1999]
found that GY showed activation in the

dorsal stream (but not the ventral stream)
to visual stimuli presented in the blind
field. This is the most studied sub-type.

(2) Attention-blindsight: these patients can
detect objects and motion and have a
vague conscious feeling of objects in spite
of reporting that they cannot see them.
They can make some use of the dorsal
stream and the motion area (MT) [Dancker{
found that an intact posterior
parietal cortex in the dorsal stream was
essential for showing action-blindsight.

(3) Agnosopsia: these patients deny any
conscious awareness of visual stimuli.
However, they exhibit some ability to
discriminate form and wavelength and to
use the ventral stream.

The phenomenon of blindsight becomes
somewhat less paradoxical if we consider how
it is assessed in more detail. There are generally
two measures. First, there are patients’ subjec-
tive reports that they cannot see some stimulus
presented to their blind region. Second, there
is a forced-choice test in which patients guess
(e.g., stimulus present or absent?) or point at the
stimulus they cannot see. Blindsight is defined
by an absence of self-reported visual perception
accompanied by above-chance performance
on the forced-choice test. Note that the two
measures are very different from each other.
Note also that we could try to account for
blindsight by assuming that subjective reports
provide a less sensitive measure of visual
perception than does a forced-choice test. This
is an issue to which we will return.

There is one final point. As[Cowey (2004,
p. 588) pointed out, “The impression is some-
times given, however unwittingly, that blind-
sight . .. (is) like normal vision stripped of
conscious visual experience. Nothing could
be further from the truth, for blindsight is
characterised by severely impoverished dis-
crimination of visual stimuli.”

Evidence
The most thoroughly studied blindsight patient
is DB. He underwent surgical removal of the
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right occipital cortex including most of the
primary visual cortex. He showed some per-
ceptual skills, including an ability to detect
whether a visual stimulus had been presented
to the blind area and to identify its location.

However, he reported no conscious experience
in_his blind field. According to_
Warrington, Sanders, and Marshall (1974,
p. 721), “When he was shown a video film of
his reaching and judging orientation of lines
(by presenting it to his intact visual field), he
was openly astonished.”

Suppose you fixate on a red square for
several seconds, after which you look away at
a white surface. The surface will appear to
have the complementary colour (i.e., green).
This is a negative after-effect (discussed earlier
in the chapter).| Weiskrantz (2002)|found to
his considerable surprise that DB showed this
negative after-effect. This is surprising, because
there was conscious perception of the after-
image but not of the stimulus responsible for
producing the afterimage! DB showed other
afterimages found in healthy individuals. For
example, he reported an apparent increase in
the size of visual afterimages when viewed
against a nearby surface and then against a
surface further away (Emmert’s law). Thus,
DB’s perceptual processing is more varied and
thorough than previously believed.

Impressive findings were reported by
(felder, Vroeman, and Pourtois (2001)] who
discovered GY could discriminate whether an
unseen face had a happy or a fearful expres-
sion. He was probably responding to some
distinctive facial feature (e.g., fearful faces have
wide-open eyes), since it is improbable that he
processed the subtleties of facial expression.
The ability of blindsight patients to distinguish
among emotional expressions in the absence
of visual awareness is known as affective blind-
sight (see[Chapter 13).

It would be useful to study the perceptual
abilities of blindsight patients without relying on
their subjective (and possibly inaccurate) reports
of what they can see in the blind field. This

was done by Rafal, Smith, Krantz, Cohen, and
Brennan (1990). Blindsight patients performed

at chance level when trying to detect a light
presented to the blind area of the visual field.
However, the time they took to direct their eyes
at a light presented to the intact part of the visual
field increased when a light was presented to the
blind area at the same time. Thus, blindsight
patients processed the light in the blind area even
though they showed no evidence of detecting it
when deciding whether it was present or absent.

One of the central issues is whether blind-
sight patients genuinely lack conscious visual
perception. Some blindsight patients may have
residual vision, claiming that they are aware
that something is happening even though they
cannot see anything.[ Weiskrantz (e.g., 2004)
used the term blindsight Type 1 (similar to
Ipanckert and Rossetti’s, 2003}, agnosopsia) to
describe patients with no conscious awareness.
He used the term blindsight Type 2 (similar to
attention-blindsight) to describe those with
awareness that something was happening. An
example of Type 2 blindsight was found in
patient EY, who “sensed a definite pinpoint of
light”, although “it does not actually look like
a light. It looks like nothing at all”
ﬁ). Type 2 blindsight sounds suspiciously
like residual conscious vision. However, patients
who have been tested many times may start to
rely on indirect evidence ). For
example, the performance of patients with some
ability to guess whether a stimulus is moving
to the left or the right may depend on some
vague awareness of their own eye movements.

Evidence that blindsight can be very unlike
normal conscious vision was reported by
Itersaud and Cowey (2008). The blindsight
patient GY was presented with a stimulus in
the upper or lower part of his visual field. On
some trials (inclusion trials), he was instructed
to report the part of the visual field to which
the stimulus had been presented. On other

KEY TERM

Emmert’s law: the size of an afterimage
appears larger when viewed against a far surface
than when viewed against a near one.
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trials (exclusion trials), GY was told to report
the opposite of its actual location (e.g., “Up”
when it was in the lower part). GY tended to
respond with the real rather than the opposite
location on exclusion trials as well as inclusion
trials when the stimulus was presented to his
blind field. This suggests that he had access to
location information but lacked any conscious
awareness of that information. In contrast, GY
showed a large difference in performance on
inclusion and exclusion trials when the stimu-
lus was presented to his normal or intact field,
indicating he had conscious access to location
information. Persaud and Cowey used the
findings from inclusion and exclusion trials to
conclude that conscious processes were involved
when stimuli were presented to GY’s normal
field but not to his blind field (see[Figure 2.17).

[Overgaard et al. (2008)| pointed out that
researchers often ask blindsight patients to
indicate on a yes/no basis whether they have
seen a given stimulus. That opens up the pos-
sibility that blindsight patients have some con-
scious vision but simply set a high threshold
for reporting awareness. Overgaard et al. used
a four-point scale of perceptual awareness:
“clear image”, “almost clear image”, “weak
glimpse”, and “not seen”. Their blindsight
patient, GR, was given a visual discrimination
task (deciding whether a triangle, circle, or
square had been presented). There was a strong
association between the level of perceptual
awareness and the accuracy of her performance
when stimuli were presented to her blind field.
She was correct 100% of the time when she
had a clear image, 72% of the time when her
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image was almost clear, 25% of the time when
she had a weak glimpse, and 0% when the
stimulus was not seen. Thus, the use of a sensi-
tive method to assess conscious awareness sug-
gests that degraded conscious vision sometimes
underlies blindsight patients’ ability to perform
at above-chance levels on visual tasks.

Evaluation
There are various reasons for accepting blind-
sight as a genuine phenomenon. First, there are
studies indicating blindsight in which potential
problems with the use of subjective (and possibly
distorted) verbal reports have apparently been
overcome (e.g.,|Persaud & Cowey, 200§). Second,
there are studies in which evidence for blind-
sight did not depend on subjective verbal reports
(e.g.{Rafal et al., 1990). Third, there are func-
tional neuroimaging studies showing that many
blindsight patients have activation predom-
inantly or exclusively in the dorsal stream (see
[Danckert & Rossetti, 2003, for a review). This
is important evidence because conscious visual
perception is primarily associated with activa-
tion in the ventral stream [Norman, 2002).

What are the problems with research on
blindsight? First, there are considerable dif-
ferences among blindsight patients, which led
[Danckert and Rossetti (2005) to identify three
subtypes. As a result, it is hard to draw any

general conclusions.
Second, there is evidence (e.g.,| Danckert
& Rossetti, 20034 Overgaard, Fehl, Mouridsen|
Bergholt, & Cleermans, 2008} Weiskrantz, 2004)
that a few blindsight patients possess some
conscious visual awareness in their allegedly
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blind field. It is doubtful whether such
patients fulfil all the criteria for blindsight.

Third, consider one of the most-studied
blindsight patients, GY, whose left V1 was
destroyed. He has a tract connecting the
undamaged right lateral geniculate nucleus to
the contralateral (opposite side of the body)
visual motion area V5/MT |[Bridge, Thomas

[[babdi, & Cowey, 2009) (sed Figure 2.19). This

tract is not present in healthy individuals.
The implication is that some visual processes
in blindsight patients may be specific to them
and so we cannot generalise from such patients
to healthy individuals.

Fourth,|Campion, Latto, and Smith (1983)
argued that stray light may fall into the intact
visual field of blindsight patients. As a result,
their ability to show above-chance performance
on various detection tasks could reflect pro-
cessing within the intact visual field. However,
blindsight is still observed when attempts are
made to prevent stray light affecting performance
(see). If blindsight patients are
actually processing within the intact visual field,
it is unclear why they lack conscious awareness
of such processing.

Unconscious perception

In 1957, a struggling market researcher called
James Vicary reported powerful evidence for
unconscious perception. He claimed to have
flashed the words EAT POPCORN and DRINK
COCA-COLA for 1/300th of a second (well
below the threshold of conscious awareness)
numerous times during showings of a film called
Picnic at a cinema in Fort Lee, New Jersey.

This caused an increase of 18% in the cinema sales
of Coca-Cola and a 58% increase in popcorn
sales. Alas, Vicary admitted in 1962 that the
study was a fabrication. In addition,[Trappery]
reported in a meta-analysis that stimuli
presented below the conscious threshold had
practically no effect on consumer behaviour.

In spite of early negative findings, many
researchers have carried out studies to demon-
strate the existence of unconscious perception.
There are three main ways in which they pres-
ent visual stimuli below the level of conscious
awareness. First, the stimuli can be very weak
or faint. Second, the stimuli can be presented
very briefly. Third, the target stimulus can be
immediately followed by a masking stimulus
(one that serves to inhibit processing of the
target stimulus).

How can we decide whether an observer has
consciously perceived certain visual stimuli?
According to|Merikle, Smilek, and Eastwood |
[2001),] there are two main thresholds or

criteria:

(1) Subjective threshold: this is defined by an
individual’s failure to report conscious
awareness of a stimulus.

(2) Objective threshold: this is defined by an
individual’s inability to make accurate
forced-choice decisions about a stimulus
(e.g., guess at above-chance level whether
it is a word or not).

Two issues arise with these threshold measures.
First, asReingold (2004, p. 882) pointed out, “A
valid measure must index all of the perceptual
information available for consciousness . . . and
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only conscious, but not unconscious informa-
tion.” That is a tall order. Second, it is hard
to show that either measure indicates zero
conscious awareness given the difficulty (or
impossibility) of proving the null hypothesis.
In practice, observers often show “aware-
ness” of a stimulus assessed by the objective
threshold even when the stimulus does not
exceed the subjective threshold. The objective
threshold may seem unduly stringent. However,
many psychologists argue that it is more valid
than a reliance on people’s possibly inaccurate or
biased reports of their conscious experience.

Evidence

Naccache, Blandin, and Dehaene (2002 carried
out various experiments in which participants
decided rapidly whether a clearly visible target
digit was smaller or larger than 5. Unknown
to them, an invisible, masked digit was resented
for 29 ms immediately before the target. The
masked digit was congruent with the target (both
digits on the same side of 5) or incongruent. In
one experiment (Experiment 2), a cue signalling
the imminent presentation of the target digit
was either present or absent.

[Naccache et al. (2002) reported three
main findings. First, there was no evidence of
conscious perception of the masked digits:
no participants reported seeing any of them
(subjective measure) and their performance
when guessing whether the masked digit was
below or above 5 was at chance level (objective
measure). Second, performance with the target
digits was faster on congruent than on incon-
gruent trials when cueing was present, indicat-
ing that some unconscious perceptual processing
of the masked digits had occurred. Third, this
congruency effect disappeared when there was
no cueing, indicating that attention was neces-
sary for unconscious perception to occur.

It is generally assumed that information
perceived with awareness can be used to con-
trol our actions, whereas information perceived
without awareness cannot. If so, there should
be situations in which perceiving with or
without awareness has very different effects on
behaviour. Supporting evidence was reported

by[Persaud and McLeod (2008]. They presented
the letter “b” or “h” for 10 ms (short interval)
or 15 ms (long interval). In the key condition,
participants were instructed to respond with
the letter that had not been presented. The
rationale for doing this was that participants
who were consciously aware of the letter would
be able to inhibit saying the letter actually
presented. In contrast, those who were not
consciously aware of it would be unable to
inhibit saying the presented letter.

What did|Persaud and McLeod (2008) ]
find? With the longer presentation interval,
participants responded correctly with the non-
presented letter on 83% of trials. This suggests
that there was some conscious awareness of
the stimulus in that condition. With the shorter
presentation interval, participants responded
correctly on only 43% of trials, which was sig-
nificantly below chance. This finding indicates
there was some processing of the stimulus.
However, the below-chance performance strongly
suggests that participants lacked conscious
awareness of that processing.

The above conclusion was supported in a
further similar experiment by
McLeod (2008]. The main difference was that
participants had to decide whether to wager
£1 or £2 on the correctness of each of their
responses. With the shorter presentation inter-
val, participants wagered the smaller amount
on 90% of trials on which their response was
correct (i.e., saying the letter not presented).
Presumably they would have wagered the
larger amount if they had had conscious aware-
ness of the stimulus that had been presented.

[Dehaene et al. (2001)]used fMRI and
event-related potentials (ERPs; see[ Glossary))
to identify brain areas active during the pro-
cessing of masked words that were not con-
sciously perceived and unmasked words that
were consciously perceived. In one condition,
a masked word was followed by an unmasked
presentation of the same word. There were two
main findings. First, there was detectable brain
activity when masked words were presented.
However, it was much less than when unmasked
words were presented, especially in prefrontal
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and parietal areas. Second, the amount of
brain activity produced by presentation of an
unmasked word was reduced when preceded
by the same word presented masked. This
repetition suppression effect suggests that some
of the processing typically found when a word
is presented occurs even when it is presented
below the conscious threshold.

[2007} see| Chapter 16). They used EEG (see
(blossary|) to compare brain activity associated
with the processing of consciously perceived
words and those not consciously perceived. Only
the former were associated with synchronised
neural activity involving several brain areas
including prefrontal cortex. However, and most
importantly in the present context, even words
not consciously perceived were associated with
sufficient EEG activation to produce reasonably
thorough processing. Additional research on
brain activation associated with subliminal
perception is discussed in[Chapter 16]

|Snodgrass, Bernat, and Shevrin (2004)
carried out meta-analyses involving nine stud-
ies on unconscious perception. In their first
meta-analysis, there was no significant evidence
of above-chance performance on measures of
conscious perception. However, in their second
meta-analysis, there was very highly signi-
ficant evidence of above-chance performance
on objective measures designed to assess uncon-
scious perception.

Evaluation

The entire notion of unconscious or subliminal
perception used to be regarded as very con-
troversial. However, there is now reasonable
evidence for its existence. Some of the evidence
is behavioural (e.g., [Naccache et al., 2002
Persaud & McLeod, 2008)). Recently, there has

been a substantial increase in functional neuro-
imaging evidence (e.g.,|Dehaene et al., 2001}
see). This evidence indicates that
there can be substantial processing of visual
stimuli up to and including the semantic level

in the absence of conscious visual awareness.
The findings on unconscious or subliminal

Findings consistent with those ol Dehaene]
¢t al. (2001) were reported by| Melloni et al.

perception in healthy individuals taken in con-
junction with the findings on blindsight patients
discussed earlier clearly suggest that consider-
able visual processing can occur in the absence
of conscious awareness.

The main task for the future is to develop
detailed theoretical accounts of unconscious
perception[Erdelyi (1974] argued that we should
think of perception as involving multiple
processing stages or mechanisms with con-
sciousness possibly representing the final stage
of processing. Thus, a stimulus can receive
sufficient perceptual processing to influence at
least some aspects of behaviour without con-
scious perceptual experience. Other theoretical

ideas have emerged in the cognitive neuroscience
area (see|Chapter 16J.

DEPTH AND SIZE

PERCEPTION

A major accomplishment of visual perception
is the transformation of the two-dimensional
retinal image into perception of a three-
dimensional world seen in depth. There are
more than a dozen cues to visual depth, with
a cue being defined as “any sensory informa-
tion that gives rise to a sensory estimate”
[& Biilthoff, 2004} p. 163). All cues provide
ambiguous information . In
addition, different cues often provide con-
flicting information. For example, when you
watch a film at the cinema or on television,
some cues (e.g., stereo ones) indicate that
everything you see is at the same distance from
you, whereas other cues (e.g., perspective,
shading) indicate that some objects are closer
to you than others.

In real life, cues to depth are often provided
by movement of the observer or objects in the
visual environment. Some of the cues we use
are not visual (e.g., based on touch or on hear-
ing). However, the major focus here will be on
visual depth cues available even if the observer
and environmental objects are static. These cues
can conveniently be divided into monocular,
binocular, and oculomotor cues. Monocular
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cues are those requiring only the use of one
eye, although they can be used readily when
someone has both eyes open. Such cues clearly
exist, because the world still retains a sense of
depth with one eye closed. Binocular cues are
those involving both eyes being used together.
Finally, oculomotor cues are kinaesthetic,
depending on sensations of muscular contrac-
tion of the muscles around the eye.

Monocular cues

Monocular cues to depth are sometimes
called pictorial cues, because they are used by
artists trying to create the impression of three-
dimensional scenes while painting on two-
dimensional canvases. One such cue is linear
perspective. Parallel lines pointing directly away
from us seem progressively closer together as
they recede into the distance (e.g., the edges
of a motorway). This convergence of lines
creates a powerful impression of depth in a
two-dimensional drawing.

Another cue related to perspective is aerial
perspective. Light is scattered as it travels
through the atmosphere (especially if it is
dusty), making more distant objects lose con-
trast and seem hazy| O’Shea, Blackburn, and |
mimicked the effects of aerial per-
spective by reducing the contrast of features
within a picture. This led those features to
appear more distant.

Another monocular cue is texture. Most
objects (e.g., carpets, cobble-stoned roads) pos-
sess texture, and textured objects slanting awa
from us have a texture gradient
see[Figure 2.19]. This is a gradient (rate of
change) of texture density as you look from
the front to the back of a slanting object. If
you were unwise enough to stand between the
rails of a railway track and look along it, the
details would become less clear as you looked
into the distance. In addition, the distance
between the connections would appear to
reduce.|Sinai, Ooi, and He (1998)|found that
observers were good at judging the distance of
objects within seven metres of them when the
ground in-between was uniformly textured.

Examples of texture gradients that can

be perceived as surfaces receding into the distance.

From|Bruce et al. (2003).

However, distances were systematically over-
estimated when there was a gap (e.g., a ditch)
in the texture pattern.

A further cue is interposition, in which
a nearer object hides part of a more distant
one from view. The strength of this cue can
be seen in|Kanizsa’s (1976) illusory square (see
Figure 2.20). There is a strong impression of
a yellow square in front of four purple circles
even though many of the contours of the yellow
square are missing.

Shading provides another monocular cue
to depth. Flat, two-dimensional surfaces do not
cast shadows, and so the presence of shading
indicates the presence of a three-dimensional

KEY TERMS

monocular cues: cues to depth that can be
used with one eye, but can also be used with
both eyes.

binocular cues: cues to depth that require
both eyes to be used together.

oculomotor cues: kinaesthetic cues to depth
produced by muscular contraction of the
muscles around the eye.
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|Figure 2.20[Kanizsa’s (1976) illusory square.

object{Ramachandran (1988] presented observers
with a visual display consisting of numerous
very similar shaded circular patches, some
illuminated by one light source and the remainder
illuminated by a different light source. The
observers incorrectly assumed that the visual
display was lit by a single light source above
the display. This led them to assign different
depths to different parts of the display (i.e.,
some “dents” were misperceived as bumps).

Another useful monocular cue is familiar
size. If we know the actual size of an object,
we can use its retinal image size to provide an
accurate estimate of its distance. However, we
can be misled if an object is 7ot in its familiar
size [Tttelson (1951) had observers look at play-
ing cards through a peephole restricting them
to monocular vision and largely eliminated
depth cues other than familiar size. There were
three playing cards (normal size, half size,
and double size) presented one at a time at a
distance of 2.28 metres. The actual judged
distances were determined almost entirely by
familiar size — the half-size card was seen as
4.56 metres away and the double-size card as
1.38 metres away.

The final monocular cue we will discuss is
motion parallax. This refers to the movement
of an object’s image over the retina due to

movement of the observer’s head, with that
movement being greater for the closer of
two objects. If you look into the far distance
through the windows of a moving train, the
apparent speed of objects passing by seems
faster the nearer they are to you.
[Graham (1979)|found that motion parallax
can generate depth information in the absence
of all other cues. Observers looked with only
one eye at a display containing about 2000
random dots. When there was relative motion
of part of the display (motion parallax) to
simulate the movement produced by a three-
dimensional surface, observers reported a
three-dimensional surface standing out in depth
from its surroundings.

Oculomotor and binocular cues
The pictorial cues we have discussed could
all be used as well by one-eyed people as by
those with normal vision. Depth perception
also depends on oculumotor cues based on
perceiving contractions of the muscles around
the eyes. One such cue is convergence, which
refers to the fact that the eyes turn inwards
more to focus on a very close object than
one farther away. Another oculomotor cue is
accommodation. It refers to the variation in
optical power produced by a thickening of
the lens of the eye when focusing on a close
object. Each of these cues only produces a
single value in any situation. That means it can
only provide information about the distance of
one object at a time.

KEY TERMS

motion parallax: movement of an object’s
image across the retina due to movements of
the observer’s head.

convergence: one of the binocular cues, based
on the inward focus of the eyes with a close
object.

accommodation: one of the binocular cues
to depth, based on the variation in optical
power produced by a thickening of the lens of
the eye when focusing on a close object.
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Depth perception also depends on binocu-
lar cues that are only available when both eyes
are used. Stereopsis involves binocular cues.
It is based on binocular disparity, which is the
difference or disparity in the images projected
on the retinas of the two eyes when you view
a scene. Convergence, accommodation, and
stereopsis are only effective in facilitating depth
perception over relatively short distances. The
usefulness of convergence as a cue to distance
has been disputed. However, it is clearly of no
use at distances greater than a few metres, and
negative findings have been reported when real
objects are used [Wade & Swanston, 2001)).
Accommodation is also of limited use. Its
potential value as a depth cue is limited to the
region of space immediately in front of you.
However, distance judgements based on accom-
modation are fairly inaccurate even with nearby
objects [Kiinnapas, 1968]. With respect to
stereopsis, the disparity or discrepancy in the
retinal images of an object decreases by a factor
of 100 as its distance increases from 2 to 20
metres [Bruce et al.. 2003). Thus, stereopsis rapidly
becomes less effective at greater distances.

It has sometimes been assumed that stereo-
scopic information is available early in visual
perception and is of use in object recognition.

If you look into the
distance through the
windows of a moving
train, distant objects seem
to move in the same
direction as the train
whereas nearby ones
apparently move in the
opposite direction. This is
motion parallax.

However, contrary evidence was reported by
Biilthoff, Biilthoff, and Sinha (1998). Observers’
recognition of familiar objects was zot adversely
affected when stereoscopic information was
scrambled and thus incongruous. Indeed, the
observers seemed unaware the depth informa-
tion was scrambled! What seemed to happen was
that observers’ expectations about the structure
of familiar objects were more important than
the misleading stereoscopic information.

A key process in stereopsis is to match
features in the input presented to the two eyes.
Sometimes we make mistakes in doing this,
which can lead to various visual illusions. For
example, suppose you spend some time staring
at wallpaper having a regular pattern. You may
find that parts of the wallpaper pattern seem

KEY TERMS

stereopsis: one of the binocular cues; it is
based on the small discrepancy in the retinal
images in each eye when viewing a visual scene
(binocular disparity).

binocular disparity: the slight discrepancy in
the retinal images of a visual scene in each eye;
it forms the basis for stereopsis.
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to float in front of the wall — this is the wall-
paper illusion.

Something similar occurs with the auto-
stereograms found in the Magic Eye books.
An autostereogram is a two-dimensional image
containing depth information so that it appears
three-dimensional when viewed appropriately
(you can see an autostereogram of a shark if
you access the Wikipedia entry for autostereo-
gram). What happens with autostereograms is
that repeating two-dimensional patterns are
presented to each eye. If you do not match the
patterns correctly, then two adjacent patterns
will form an object that appears to be at a
different depth from the background. If you
only glance at an autostereogram, all you can
see is a two-dimensional pattern. However, if
you stare at it and strive not to bring it into
focus, you can (sooner or later) see a three-
dimensional image. Many people still have
problems in seeing the three-dimensional image
— what often helps is to hold the autostereo-
gram very close to your face and then move it
very slowly away while preventing it from com-
ing into focus.

Studies of the brain have indicated that
most regions of the visual cortex contain
neurons responding strongly to binocular dis-
parity. This suggests that the dorsal and ventral
processing streams are both involved in stere-
opsis. Their respective roles have recently been
clarified after a period of some controversy
[Parker, 2007). We start by distinguishing be-
tween absolute disparity and relative disparity.
Absolute disparity is based on the differences
in the images of a single object presented to
both eyes. In contrast, relative disparity is
based on differences in the absolute disparities
of two objects. It allows us to assess the spatial
relationship between the two objects in three-
dimensional space.

The dorsal and ventral streams both pro-
cess absolute and relative disparity. However,
there is incomplete processing of relative dis-
parity in the dorsal stream, but it is sufficient
to assist in navigation. In contrast, there is
more complete processing of relative disparity
in the ventral stream. This processing is of

great importance in analysing the shape and
curvature of three-dimensional objects. In gen-
eral terms, processing of disparity information
is relatively basic in the dorsal stream and more
sophisticated in the ventral stream.

Integrating cue information
Most of the time we have access to several
depth cues. This raises the question of how we
combine these different sources of information
to make judgements about depth or distance.
Two possibilities are additivity (adding together
information from all cues) and selection (onl
using information from a single cue)
and Cutting, 1988). In fact, cues are sometimes
combined in more complex ways.

argued that, when we com-
bine information from multiple visual cues, we
assign more weight to reliable cues than to
unreliable ones. Since cues that are reliable in
one context may be less so in another context,
we need to be flexible in our assessments of
cue reliability. These notions led Jacobs to pro-
pose two hypotheses:

(1) Less ambiguous cues (e.g., ones that pro-
vide consistent information) are regarded
as more reliable than more ambiguous
ones. For example, binocular disparity
provides inconsistent information because
its value is much less for distant objects
than for close ones.

(2) A cue is regarded as reliable if inferences
based on it are consistent with those
based on other available cues.

KEY TERMS

wallpaper illusion: a visual illusion in which
staring at patterned wallpaper makes it seem

as if parts of the pattern are floating in front of
the wall.

autostereogram: a complex two-dimensional
image that is perceived as three-dimensional
when it is not focused on for a period of time.
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Experimentation in this area has benefited
from advances in virtual reality technologies.
These advances permit researchers to con-
trol visual cues very precisely and to provide
observers with virtual environments that could
not exist in the real world.

Evidence

Hruno and Cutting (1988)| studied relative
distance in studies in which three untextured
parallel flat surfaces were arranged in depth.
Observers viewed the displays monocularly,
and there were four sources of depth infor-
mation: relative size; height in the projection
plane; interposition; and motion parallax. The
findings supported the additivity notion.

[Bruno and Cutting (1988)| did not study
what happens when two or more cues provide
conflicting information about depth. In such
circumstances, observers sometimes use the
selection strategy and ignore some of the
available depth cues. For example, consider
the “hollow face” illusion ), in
which stereoscopic information is ignored (dis-
cussed earlier in the chapter). When a hollow
mask of a face is viewed from a few feet away,
it is perceived as a normal face because of our
familiarity with such faces.

A common situation in which we experi-
ence a substantial conflict among cues is at
the movies. We use the selection strategy: per-
spective and texture cues are used, whereas
we ignore the binocular disparity and motion
parallax cues indicating that everything we can
see is the same distance from us.

Evidence supporting[Jacobs’ (2002] first
hypothesis was reported by Triesch, Ballard,
and They used a virtual real-
ity situation in which observers tracked an
object defined by the visual attributes of colour,
shape, and size. On each trial, two of these
attributes were unreliable (their values changed
frequently). The observers attached increasing
weight to the reliable cue and less to the unreli-
able cues during the course of each trial.

Evidence supportin
hypothesis was reported by| Atkins, Fiser,
and Jacobs (2001). They used a virtual reality

environment in which observers viewed and
grasped elliptical cylinders. There were three
cues to cylinder depth: texture, motion, and
haptic (relating to the sense of touch). When
the haptic and texture cues indicated the same
cylinder depth but the motion cue indicated a
different depth, observers made increasing use
of the texture cue and decreasing use of the
motion cue. When the haptic and motion cues
indicated the same cylinder depth but the
texture cue did not, observers increasingly relied
on the motion cue and tended to disregard the
texture cue. Thus, whichever visual cue corre-
lated with the haptic cue was preferred, and
this preference increased with practice.

Where in the brain is information about
different depth cues integrated{ Tsutsui, Taira, |
and Sakata (2005) considered this issue. They
discussed much research suggesting that inte-
gration occurs in the caudal intraparietal sulcus.
More specifically, they argued that this is the
brain area in which a three-dimensional rep-
resentation of objects is formed on the basis
of information from several depth cues.

Conclusions
Information from different depth cues is typic-
ally combined to produce accurate depth per-
ception, and this often happens in an additive
fashion. However, there are several situations
(especially those in which different cues conflict
strongly with each other) in which one cue is
dominant over others. This makes sense. If,
for example, one cue suggests an object is 10
metres away and another cue suggests it is 90
metres away, splitting the difference and deciding
it is 50 metres away is unlikely to be correct!
However, such situations are probably much
more likely to occur in the virtual environments
created by scientists than in the real world.
There is much support for[Jacobs’ (2002)]
view that we attach more weight to cues that
provide reliable information and that provide

KEY TERM

haptic: relating to the sense of touch.
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information consistent with that provided by
other cues. There is also good support for his
contention that the weight we attach to any
given cue is flexible — we sometimes learn that
a cue that was reliable in the past is no longer
so. More remains to be discovered about the
ways in which we combine and integrate informa-
tion from different cues in depth perception.

Size constancy

Size constancy is the tendency for any given
object to appear the same size whether its size
in the retinal image is large or small. For example,
if someone walks towards you, their retinal
image increases progressively but their size seems
to remain the same.

Why do we show size constancy? Many
factors are involved. However, an object’s
apparent distance is especially important when
judging its size. For example, an object may
be judged to be large even though its retinal
image is very small if it is a long way away. The
reason why size constancy is often not shown
when we look at objects on the ground from the
top of a tall building may be because it is hard
to judge distance accurately. These ideas were
incorporated into the size—distance invariance
hypothesis [Kilpatrick & Ittelson, 1953). Accord-
ing to this hypothesis, for a given size of retinal
image, the perceived size of an object is pro-
portional to its perceived distance. As we will
see, this hypothesis is more applicable to un-
familiar objects than to familiar ones.

Evidence

Findings consistent with the size—distance invari-
ance hypothesis were reported by Holway and]
. Observers sat at the intersection
of two hallways. A test circle was presented
in one hallway and a comparison circle in the
other. The test circle could be of various sizes
and at various distances, and the observers’
task was to adjust the comparison circle to
make it the same size as the test circle. Their
performance was very good when depth cues
were available. However, it became poor when
depth cues were removed by placing curtains

in the hallway and requiring observers to

look through a peephole. [Lichten and Lurie

removed all depth cues, and found that
observers relied totally on retinal image size in
their judgements of object size.

If size judgements depend on perceived
distance, then size constancy should not be
found when the perceived distance of an object
differs considerably from its actual distance.
The Ames room provides a good example
[Ames, 1952; see{ Figure 2.21)). It has a peculiar
shape: the floor slopes and the rear wall is not
at right angles to the adjoining walls. In spite
of this, the Ames room creates the same retinal
image as a normal rectangular room when
viewed through a peephole. The fact that one
end of the rear wall is much farther from the
viewer is disguised by making it much higher.
The cues suggesting that the rear wall is at right
angles to the viewer are so strong that observers
mistakenly assume that two adults standing in
the corners by the rear wall are at the same
distance from them. This leads them to estimate
the size of the nearer adult as much greater
than that of the adult who is farther away.

The illusion effect with the Ames room is
so great than an individual walking backwards
and forwards in front of the rear wall seems
to grow and shrink as he/she moves! Thus,
perceived distance seems to drive perceived
size. However, observers are more likely to
realise what is going on if the individual is
someone they know very well. There is an
anecdote about a researcher’s wife who arrived
at the laboratory to find him inside the Ames
room. She immediately said, “Gee, honey, that
room’s distorted!” (Ian Gordon, personal
communication).

Similar (but more dramatic) findings were

reported by| Glennerster, Tcheang, Gilson
itzgibbon, and Parker (2006), Participants

KEY TERM

size constancy: objects are perceived to have
a given size regardless of the size of the retinal
image.
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Figure 2.21] The Ames

room.

walked through a virtual-reality room as it
expanded or contracted considerably. Even
though they had considerable information from
motion parallax and motion to indicate that
the room’s size was changing, no participants
noticed the changes! There were large errors
in participants’ judgements of the sizes of
objects at longer distances. The powerful expect-
ation that the size of the room would not alter
caused the perceived distance of the objects to
be very inaccurate.

Several factors not discussed so far influ-
ence size judgements. We will briefly discuss
some of them, but bear in mind that we
do not have a coherent theoretical account
indicating why these factors are relevant.
[Higashivama and Adachi (2006)| persuaded
observers to estimate the size of objects while
standing normally or when viewed upside-
down through their legs. There was less size
constancy in the upside-down condition, so
you are advised not to look at objects through
your legs. Of relevance to the size—distance
invariance hypothesis, perceived size in this
condition did not correlate with perceived
distance.

[Luo et al. (2007) considered the effects
of scene complexity, binocular disparity, and
motion parallax on size constancy in a virtual
environment. Scene complexity and binocular
disparity both contributed to size constancy.
However, motion parallax (whether produced
by movement of the virtual environment or of
the observer) did not.

[Bertamini, Yang, and Proffitt (1998] argued
that the horizon provides useful information
because the line connecting the point of obser-
vation to the horizon is virtually parallel to
the ground. For example, if your eyes are
1.5 metres above the ground, then an object
appearing to be the same height as the horizon
is 1.5 metres tall. Size judgements were most
accurate when objects were at about eye level,
whether observers were standing or sitting
[Bertamini et al., 1998).

[Haber and Levin (2001)| argued that size
perception of objects typically depends on
memory of their familiar size rather than solely
on perceptual information concerning their
distance from the observer. They initially found
that participants estimated the sizes of common
objects with great accuracy purely on the basis
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of memory. In another experiment, they pre-
sented observers with various objects at close
viewing range (0-50 metres) or distant viewing
range (50-100 metres) and asked them to make
size judgements. The objects belonged to three
categories: (1) those most invariant in size or
height (e.g., tennis racquet, bicycle); (2) those
varying in size (e.g., television set, Christmas
tree); and (3) unfamiliar stimuli (e.g., ovals,
triangles).

What findings would we expect? If familiar
size is of major importance, then size judge-
ments should be better for objects of invariant
size than those of variable size, with size judge-
ments worst for unfamiliar objects. What if
distance perception is all-important? Distances
are estimated more accurately for nearby objects
than for more distant ones, so size judgements
should be better for all categories of objects at
close than at distant viewing range.

[Haber and Levin’s (2001] findings indicated
the importance of familiar size to accuracy of
size judgements (see). However,
we obviously cannot explain the fairly high
accuracy of size judgements with unfamiliar
objects in terms of familiar size. It can also be
seen in[Figure 2.27| that the viewing distance
had practically no effect on size judgements.

Witt, Linkenauger, Bakdash, and Proffitt|
2008

asked good golfers and not-so-good

golfers to judge the size of the hole when
putting. As you may have guessed, the better
golfers perceived the hole to be larger. Witt
et al. also found that golfers who had a short
putt perceived the hole’s size to be larger than
golfers who had a long putt. They concluded
that objects look larger when we have the
ability to act effectively with respect to them.
That would explain why the hole always looks
remarkably small to the first author when he
is playing a round of golf!

Evaluation

Size perception and size constancy depend
mainly on perceived distance. Some of the
strongest evidence for this comes from studies
in which misperceptions of distance (e.g., in the
Ames room) produce systematic distortions in
perceived size. Several other factors, including
the horizon, scene complexity, familiar size,
and purposeful interactions, also contribute
to size judgements.

What is lacking so far are comprehensive
theories of size judgements. Little is known
about the relative importance of the factors
influencing size judgements or of the circum-
stances in which any given factor is more or
less influential. In addition, we do not know
how the various factors combine to produce
size judgements.
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| CHAPTER SUMMARY

Brain systems

In the retina, there are cones (specialised for colour vision) and rods (specialised for movement
detection). The main route between the eye and the cortex is the retina—geniculate—striate
pathway, which is divided into partially separate P and M pathways. The dorsal pathway
terminates in the parietal cortex and the ventral pathway terminates in the inferotemporal
cortex. According to Zeki’s functional specialisation theory, different parts of the cortex
are specialised for different visual functions. This is supported by findings from patients
with selective visual deficits (e.g., achromatopsia, akinetopsia), but there is much less
specialisation than claimed by Zeki. One solution to the binding problem (integrating
the distributed information about an object) is the synchrony hypothesis. According to
this hypothesis, coherent visual perception requires synchronous activity in several brain
areas. It is doubtful whether precise synchrony is achievable.

Two visual systems: perception and action

According to Milner and Goodale, there is a vision-for-perception system based on the ventral
pathway and a vision-for-action system based on the dorsal pathway. Predicted double
dissociations have been found between patients with optic ataxia (damage to the dorsal
stream) and visual agnosia (damage to the ventral stream). Illusory effects found with visual
illusions when perceptual judgements are made (ventral stream) are greatly reduced when
grasping or pointing responses (dorsal stream) are used. Grasping or reaching for an object
also involves the ventral stream when memory or planning is involved or the action is
awkward. The two visual systems interact and combine with each more than is implied
by Milner and Goodale.

Colour vision

Colour vision helps us to detect objects and to make fine discriminations among them.
According to dual-process theory (based on previous research), there are three types of cone
receptor and also three types of opponent processes (green—red, blue—yellow, and white—
black). This theory explains the existence of negative afterimages and several kinds of colour
deficiency. Colour constancy occurs when a surface seems to have the same colour when
there is a change in the illuminant. A theory based on cone-excitation ratios provides an
influential account of colour constancy. Chromatic adaptation and top-down factors (e.g.,
knowledge, familiarity of object colour) are also involved in colour constancy. Local contrast
and global contrast are of particular importance, but reflected highlights from glossy objects
and mutual reflections are additional factors. Cells in V4 demonstrate colour constancy.

Perception without awareness

Patients with extensive damage to V1 sometimes suffer from blindsight — they can respond
to visual stimuli in the absence of conscious visual awareness. There are three subtypes:
action-blindsight, attention-blindsight, and agnosopsia. The visual abilities of most
blindsight patients seem to involve primarily the dorsal stream of processing. Subliminal
perception can be assessed using a subjective threshold or a more stringent objective
threshold. There is strong evidence for subliminal perception using both types of threshold.
Functional neuroimaging studies indicate that extensive visual processing in the absence
of conscious awareness is possible.
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* Depth and size perception

There are many monocular cues to depth (e.g., linear perspective, texture, familiar size), as
well as oculomotor and binocular cues. Sometimes cues are combined in an additive fashion
in depth perception. However, cues are often weighted, with more weight being attached
to cues that provide consistent information and/or provide information that correlates
highly with that provided by other cues. The weighting that any given cue receives changes
if experience indicates that it has become more or less reliable as a source of information
about depth. Size judgements depend mostly on perceived distance. However, several other
factors (e.g., familiar size, purposeful interactions) are also important. As yet, the ways in
which different factors combine to produce size judgements remain unknown.

FURTHER READING

e Cowey, A. (2004). Fact, artefact, and myth about blindsight. Quarterly Journal of Experi-
mental Psychology, 57A, 577-609. This article by a leading researcher on blindsight gives
a balanced and comprehensive account of that condition.

* Goldstein, E.B. (2007). Sensation and perception (7th ed.). Belmont, CA: Thomson. Most
of the topics discussed in this chapter are covered in this American textbook.

e Hegdé, J. (2008). Time course of visual perception: Coarse-to-fine processing and beyond.
Progress in Neurobiology, 84, 405-439. This article contains a very good overview of
the main processes involved in visual perception.

e Mather, G. (2009). Foundations of sensation and perception (2nd ed.). Hove, UK:
Psychology Press. George Mather provides good introductory coverage of some of the
topics discussed in this chapter. For example, depth perception is covered in Chapter 10
of his book.

e Milner, A.D., & Goodale, M.A. (2008). Two visual systems re-viewed. Neuropsychologia,
46, 774-785. An updated version of the perception—action theory, together with relevant
evidence, is presented in this article.

e Shevell, S.K., & Kingdom, F.A.A. (2008). Colour in complex scenes. Annual Review of
Psychology, 59, 143-166. This article contains a good overview of our current under-
standing of the factors involved in colour perception.

e Solomon, S.G., & Lennie, P. (2007). The machinery of colour vision. Nature Reviews
Neuroscience, 8,276-286. This review article provides an up-to-date account of the neuro-
science approach to colour processing and pinpoints limitations in earlier theories.



CHAPTER

INTRODUCTION

Tens of thousands of times every day we identify
or recognise objects in the world around us.
At this precise moment, you are aware that
you are looking at a book (possibly with your
eyes glazed over). If you raise your eyes, per-
haps you can see a wall, windows, and so on
in front of you. Object recognition typically
occurs so effortlessly it is hard to believe it is
actually a rather complex achievement. Here
are some of the reasons why object recognition
is complex:

(1) 1If you look around you, you will find
many of the objects in the environment
overlap. You have to decide where one
object ends and the next one starts.

(2)  We can nearly all recognise an object such
as a chair without any apparent difficulty.
However, chairs (and many other objects)
vary enormously in their visual properties
(e.g., colour, size, shape), and it is not
immediately clear how we manage to
assign such diverse stimuli to the same
category.

(3)  We recognise objects accurately over a wide
range of viewing distances and orienta-
tions. For example, most plates are round
but we can still identify a plate when it
is seen from an angle and so appears
elliptical. We are also confident that the
ant-like creatures we can see from the

0BJECT AND

FACE
RECOGNITION

window of a plane during our descent are
actually people.

In spite of the above complexities, we can go
beyond simply identifying objects in the visual
environment. For example, we can generally
describe what an object would look like if viewed
from a different angle, and we also know its
uses and functions. All in all, there is much
more to object recognition than might initially
be supposed (than meets the eye?).

What is covered in this chapter? The over-
arching theme is to unravel some of the mysteries
involved in object recognition. We start by
considering how we see which parts of the
visual world belong together and thus form
separate objects. This is a crucial early stage
in object recognition. After that, we consider
more general theories of object recognition.
These theories are evaluated in the light of
behavioural experiments, neuroimaging studies,
and studies on brain-damaged patients. There
is much evidence suggesting that face recogni-
tion (which is vitally important in our everyday
lives) differs in important ways from ordinary
object recognition. Accordingly, we discuss face
recognition in a separate section. Finally, we
address the issue of whether the processes
involved in visual imagery of objects resemble
those involved in visual perception of objects.
Note that some other issues relating to object

recognition (e.g., depth perception, size con-
stancy) were discussed in| Chapter 2|
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(a)

Examples of the
Gestalt laws of perceptual
organisation: (a) the law of
proximity; (b) the law of
similarity; (c) the law of good
continuation; and (d) the law (©
of closure.
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(b)

(d)

PERCEPTUAL
ORGANISATION

A basic issue in visual perception is perceptual
segregation, which involves working out which
parts of the presented visual information form
separate objects. It seems reasonable to assume
that perceptual segregation is completed before
object recognition occurs. Thus, we work out
where the object is before deciding what it is.
In fact, that is an oversimplified view.

The first systematic attempt to study
perceptual segregation (and the perceptual
organisation to which it gives rise) was made by
the Gestaltists. They were German psychologists
(including Koffka, Kohler, and Wertheimer) who
emigrated to the United States between the two
world wars. Their fundamental principle was
the law of Pragnanz: “Of several geometrically
possible organisations that one will actually
occur which possesses the best, simplest and
most stable shape” p. 138).

Most of the Gestaltists’ other laws can be
subsumed under the law of Prignanz[ Figure 3.1}
illustrates the law of proximity, according to
which visual elements close in space tend to

be grouped together| Figure 3.1H illustrates the

law of similarity, according to which similar
elements tend to be grouped together. We see
two crossing lines in because,
according to the law of good continuation, we
group together those elements requiring the
fewest changes or interruptions in straight or
smoothly curving lines. illustrates
the law of closure: the missing parts of a figure
are filled in to complete the figure (here, a
circle). The Gestaltists claimed no learning is
needed for us to use these various laws.
Evidence supporting the Gestalt approach
was reported bylPomerantz (1981). Observers
viewed four-item visual arrays and tried to
identify rapidly the one different from the
others. When the array was simple but could
not easily be organised, it took an average of

1.9 seconds to perform the task. However,
when the array was more complex but more

KEY TERM

perceptual segregation: human ability to
work out accurately which parts of presented
visual information belong together and thus
form separate objects.
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easily organised, it took only 0.75 seconds on
average. This beneficial effect of organisation
is known as the configural superiority effect.

There is more attention to (and processing
f) the figure than of the ground

0
[Wong (1986] flashed vertical lines and slightly

Other Gestalt laws are discussed in{ Chapter 4.
For example, there is the law of common fate,
according to which visual elements moving
together are grouped together{Johansson (1973)
attached lights to the joints of an actor wearing
dark clothes, and then filmed him moving
around a dark room. Observers perceived a
moving human figure when he walked around,
although they could only see the lights.

The Gestaltists emphasised figure-ground
segregation in perceptual organisation. One
part of the visual field is identified as the figure,
whereas the rest of the visual field is less impor-
tant and so forms the ground. The Gestaltists
claimed that the figure is perceived as having
a distinct form or shape, whereas the ground
lacks form. In addition, the figure is perceived
as being in front of the ground, and the contour
separating the figure from the ground belongs
to the figure. Check the validity of these claims
by looking at the faces—goblet illusion (see
lfigure 3.2). When the goblet is the figure, it
seems to be in front of a dark background; in
contrast, the faces are in front of a light back-
ground when forming the figure.

An ambiguous drawing that can be seen

as either two faces or as a goblet.

tilted lines onto the faces—goblet illusion, and gave
observers the task of deciding whether the line
was vertical. Performance on this task was three
times better when the line was presented to what
the observers perceived as the figure than the
ground. In addition, processing of the ground
representation is suppressed. Stimuli with clear
figure—ground organisation were associated with
suppression of the ground representation in
early visual areas V1 and V2 (Likova & Tyler, |
). The combination of greater attention to
the figure and active suppression of the ground
helps to explain why the figure is perceived
much more clearly than the ground.

Evidence
What happens when different laws of organisa-

tion are in conflict? This issue was de-emphasised
by the Gestaltists but investigated by
[and Wilton (1998]. For example, they presented
a display such as the one in in
which there is a conflict between proximity and
similarity. About half the participants grouped
the stimuli by proximity and half by similarity.
Quinlan and Wilton also used more complex
ays like those shown in[Figure 3.3b and

.3d Their findings led them to propose the
following notions:

e The visual elements in a display are initi-
ally grouped or clustered on the basis of
proximity.

e Additional processes are used if elements
provisionally clustered together differ in one
or more features (within-cluster mismatch).

KEY TERM

figure—ground segregation: the perceptual
organisation of the visual field into a figure
(object of central interest) and a ground (less
important background).
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involving a conflict between
proximity and similarity;
(b) display with a conflict (b)
between shape and colour;
(c) a different display with a
conflict between shape and
colour. All adapted from

| Quinlan_and Wilton (1998).
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e If there is a within-cluster mismatch on
features but a between-cluster match
(e.g..[Figure 3.3d), then observers choose
between grouping based on proximity or
on similarity.

o If there are within-cluster and between-cluster
mismatches, then proximity is ignored, and
grouping is often based on colour. In the
case of the displays shown in[Figures 3.3D|
and[3.3d, most observers grouped on the
basis of common colour rather than com-
mon shape.

The Gestaltists’ approach was limited in that
they mostly studied artificial figures, making
it important to see whether their findings apply

to more realistic stimuli.| Geisler, Perry, Super, |

[and Gallogly (2001)|used pictures to study in
detail the contours of flowers, a river, trees, and
so on. The contours of objects could be worked
out very well using two principles different
from those emphasised by the Gestaltists:

(1) Adjacent segments of any contour typically
have very similar orientations.

(2) Segments of any contour that are further
apart generally have somewhat different
orientations.

[Geisler et al. (2001) presented observers
with two complex patterns at the same time;
they decided which pattern contained a winding
contour. Task performance was predicted very
well from the two key principles described
above. These findings suggest that we use our
extensive knowledge of real objects when
making decisions about contours.

[Elder and Goldberg (2002} also used pictures
of natural objects in their study. However, they
obtained more support for the Gestalt laws.
Proximity was a very powerful cue when deciding
which contours belonged to which objects. In
addition, the cue of good continuation also
made a positive contribution.

[Palmer and Rock (1994)proposed a new
principle of visual organisation termed uniform
connectedness. According to this principle,
any connected region having uniform visual
properties (e.g., colour, texture, lightness) tends
to be organised as a single perceptual unit.
Palmer and Rock argued that uniform con-
nectedness can be more powerful than Gestalt
grouping laws such as proximity and similarity.
They also argued that it occurs prior to the
operation of these other laws. This argument
was supported by findings that grouping by
uniform connectedness dominated over prox-
imity and similarity when these grouping
principles were in conflict.

Uniform connectedness may be less impor-
tant than assumed by|Palmer and Rock (1994)]
Han, Humphreys, and Chen (1999) assessed
discrimination speed for visual stimuli, with
the elements of the stimuli being grouped
by proximity, by similarity, or by uniform

KEY TERM

uniform connectedness: the notion that
adjacent regions in the visual environment
possessing uniform visual properties (e.g.,
colour) are perceived as a single perceptual unit.
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connectedness. They found that grouping by
similarity of shapes was perceived relatively
slowly, but grouping by proximity was as rapid
as grouping by uniform connectedness. These
findings suggest that grouping by uniform con-
nectedness does not occur prior to grouping
by proximity. In subsequent research
[(Humphreys (2003) |[found that grouping by
proximity was as fast as grouping by uniform
connectedness when one or two objects were
presented. However, grouping by uniform
connectedness was faster than grouping by
proximity when more objects were presented.
Thus, uniform connectedness may be especially
important when observers are presented with
multiple objects.

The Gestaltists argued that the various laws
of grouping typically operate in a bottom-up
(or stimulus-driven) way to produce perceptual
organisation. If so, figure—ground segregation
should not be affected by past knowledge or
attentional processes. If, as mentioned earlier,
we decide where an object is before we work
out what it is, then figure—ground segregation
must occur before object recognition. As we
will see, the evidence does not support the
Gestaltist position.

[Kimchi and Hadad (2002] found that past
experience influenced speed of perceptual
grouping. Students at an Israeli university were
presented with Hebrew letters upright or upside
down and with their lines connected or discon-
nected. Perceptual grouping occurred within
40 ms for all types of stimuli except discon-
nected letters presented upside down, for which
considerably more time was required. Perceptual
grouping occurred much faster for disconnected
upright letters than disconnected upside-down
letters because it was much easier for participants
to apply their past experience and knowledge
of Hebrew letters with the former stimuli.

The issue of whether attentional processes
can influence figure—ground segregation was
addressed by|Vecera, Flevaris, and Filapek|
. Observers were presented with displays
consisting of a convex region (curving out-
wards) and a concave region (curving inwards)

(see{ Figure 3.4), because previous research had

Sample visual display in which the

convex region is shown in black and the concave

region in white. Fron] Vecera et al. (2004). Reprinted

with permission of Wiley-Blackwell.

shown that convex regions are much more
likely than concave ones to be perceived as
the figure. In addition, a visual cue (a small
rectangle) was sometimes presented to one of
the regions to manipulate attentional processes.
After that, two probe shapes were presented,
and observers decided rapidly which shape had
appeared in the previous display.

What did|Vecera et al. (2004)| find?> The
effect of convexity on figure—ground assign-
ment was 40% smaller when the visual cue
was in the concave region than when it was in
the convex region (see|Figure 3.5)). This indi-
cates that spatial attention can occur before
the completion of figure-ground processes.
However, attention is not always necessary for
figure—ground segmentation. When observers
were presented with very simple stimuli, they
processed information about figure and ground
even when their attention was directed to a
separate visual task [Kimchi & Peterson, 200§).
It is likely that figure-ground processing can
occur in the absence of attention provided that
the stimuli are relatively simple and do not
require complex processing.
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Mean reaction times (in ms) and error
rates for figure—ground assignment. Performance
speed was consistently faster when the convex
region was tested rather than the concave region.
However, this advantage was less when attention (via
precuing) had been directed to the concave region.

From Vecera et al. (2004). Reprinted with permission

of Wiley-Blackwell.

The assumption that figure—ground segre-
gation always precedes object recognition was
tested by| Grill-Spector and Kanwisher (2005).
Photographs were presented for between 17 ms
and 167 ms followed by a mask. On some trials,
participants performed an object detection task
based on deciding whether the photograph
contained an object to assess figure—ground
segregation. On other trials, participants carried
out an object categorisation task (e.g., deciding
whether the photograph showed an object from
a given category such as “car”). Surprisingly,
reaction times and error rates on both tasks
were extremely similar. In another experiment,
Grill-Spector and Kanwisher asked participants
to perform the object detection and categorisa-
tion tasks on each trial. When the object was
not detected, categorisation performance was
at chance level; when the object was not
categorised accurately, detection performance
was at chance.

The above findings imply that top-down
processes are important in figure-ground
segregation. They also imply that the processes
involved in figure-ground segregation are very
similar to those involved in object recognition.
Indeed, | Grill-Spector _and Kanwisher (2005
p. 158) concluded that, “Conscious object
segmentation and categorisation are based on
the same mechanism.”

Mack, Gauthier, Sadr, and Palmeri (2008
cast doubt on the above conclusion. Likel Grill
$pector and Kanwisher (2005), they compared
performance on object detection (i.e., is an
object there?) and object categorisation (i.e.,
what object is it) tasks. However, they used
conditions in which objects were inverted or
degraded to make object categorisation more
difficult. In those conditions, object categorisation
performance was significantly worse than object
detection, suggesting that object categorisation
is more complex and may involve somewhat
different processes.

Evaluation

The Gestaltists discovered several important
aspects of perceptual organisation. As
4nd Palmer (1990] p. 50) pointed out, “The
laws of grouping have withstood the test of
time. In fact, not one of them has been refuted.”
In addition, the Gestaltists focused on key
issues: it is of fundamental importance to
understand the processes underlying perceptual
organisation.

There are many limitations with the Gestalt
approach. First, nearly all the evidence the
Gestaltists provided for their principles of
perceptual organisation was based on two-
dimensional line drawings. Second, they pro-
duced descriptions of interesting perceptual
phenomena, but failed to provide adequate
explanations. Third, the Gestaltists did not
consider fully what happens when different
perceptual laws are in conflict
. Fourth, the Gestaltists did not
identify all the principles of perceptual organisa-
tion. For example, uniform connectedness may
be as important as the Gestalt principles (e.g.,
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|Han & Humphreys, 2003}[Han et al., 1999).
Fifth, and most importantly, the Gestaltists
were incorrect in claiming that figure—ground
segregation depends very largely on bottom-
up or stimulus factors. (Note, however, that
[Wertheimer (1923/1955)| admitted that past
experience was sometimes of relevance.) In
fact, top-down processes are often involved,
with figure—ground segregation being influenced
by past experience and by attentional processes
[Kimchi & Hadad, 2002}|Vecera et al., 2004).

In sum, top-down processes (e.g., based on
knowledge of objects and their shapes) and
bottom-up or stimulus-driven processes are
typically both used to maximise the efficiency
of figure—ground segregation. Top-down pro-
cesses may have been unnecessary to produce
figure—ground segregation with the typically
very simple shapes used by the Gestaltists, as

is suggested by the findings of
Peterson (2008]. However, natural scenes are

often sufficiently complex and ambiguous that
top-down processes based on object knowledge
are very useful in achieving satisfactory figure—
ground segregation. Instead of figure—ground
segregation based on bottom-up processing
preceding object recognition involving top-
down processing, segregation and recognition
may involve similar bottom-up and top-down
processes [Grill-Spector & Kanwisher, 2003).
However, this conclusion is disputed byﬂ
§t al. (2008)] Theoretical ideas concerning the
ways in which bottom-up and top-down pro-
cesses might combine to produce figure-ground

segregation and object recognition are dis-
cussed by| Ullman (2007].

THEORIES OF OBJECT
RECOGNITION

Object recognition (identifying objects in the
visual field) is of enormous importance to us.
As Peissig and Tarr (2007, p. 76) pointed out,
“Object identification is a primary end state
of visual processing and a critical precursor to
interacting with and reasoning about the world.

Thus, the question of how we recognise objects
is both perceptual and cognitive.”

Numerous theories of object recognition
have been put forward over the years (see
Peissig & Tarr, 2007, for a historical review).
The most influential theorist in this area has
probably been David Marr, whose landmark
book, Vision: A computational investigation
into the human representation and processing
of visual information, was published in 1982.
He put forward a computational theory of
the processes involved in object recognition.
He proposed a series of representations (i.e.,
descriptions) providing increasingly detailed
information about the visual environment:

®  Primal sketch: this provides a two-dimensional
description of the main light-intensity changes
in the visual input, including information
about edges, contours, and blobs.

e 2.5-D sketch: this incorporates a descrip-
tion of the depth and orientation of visible
surfaces, making use of information pro-
vided by shading, texture, motion, binocular
disparity, and so on. Like the primal
sketch, it is observer-centred or viewpoint
dependent.

® 3-D model representation: this describes
three-dimensionally the shapes of objects
and their relative positions independent of
the observer’s viewpoint (it is thus viewpoint
invariant).

Irving| Biederman’s (1987) recognition-by-
components theory represents a development
and extension of Marr’s theory. We start by
considering Biederman’s approach before mov-
ing on to more recent theories.

Biederman’s recognition-by-

components theory
The central assumption of|Biederman’s (1987,
[1990) recognition-by-components theory is that
objects consist of basic shapes or components
known as “geons” (geometric ions). Examples
of geons are blocks, cylinders, spheres, arcs,
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and wedges. According to[Biederman (1987)]
there are approximately 36 different geons. That
may seem suspiciously few to provide descrip-
tions of all the objects we can recognise and
identify. However, we can identify enormous
numbers of spoken English words even though
there are only approximately 44 phonemes
(basic sounds) in the English language. This is
because these phonemes can be arranged in
almost endless combinations. The same is true
of geons: part of the reason for the richness of
the object descriptions provided by geons stems
from the different possible spatial relationships
among them. For example, a cup can be described
by an arc connected to the side of a cylinder,
and a pail can be described by the same two
geons, but with the arc connected to the top
of the cylinder.

The essence of recognition-by-components
theory is shown in The stage we
have discussed is that of the determination of
the components or geons of a visual object and
their relationships. When this information is
available, it is matched with stored object rep-
resentations or structural models containing

Edge
extraction

7N\

Detection of Parsing of
non-accidental regions of
properties concavity

N/

Determination
of components

b

Matching of
components
to object
representations

An outline of Biederman’s recognition-
by-components theory. Adapted from

1987).

information about the nature of the relevant
geons, their orientations, sizes, and so on. The
identification of any given visual object is deter-
mined by whichever stored object representa-
tion provides the best fit with the component- or
geon-based information obtained from the
visual object.

As indicated in[Figure 3.6} the first step in

object recognition is edge extraction.Biedermar]
, p. 117) described this as follows: “[There

is] an early edge extraction stage, responsive
to differences in surface characteristics, namely,
luminance, texture, or colour, providing a line
drawing description of the object.”

The next step is to decide how a visual
object should be segmented to establish its
parts or components] Biederman (1987) argued
that the concave parts of an object’s contour
are of particular value in accomplishing the
task of segmenting the visual image into parts.
The importance of concave and convex regions
was discussed earlier [ Vecera et al., 2004).

The other major element is to decide which
edge information from an object possesses the
important characteristic of remaining invariant
across different viewing angles. According to

| Biederman (1987), there are five such invariant
properties of edges:

e Curvature: points on a curve

® Parallel: sets of points in parallel

o Cotermination: edges terminating at a com-
mon point

e Symmetry: versus asymmetry

e Collinearity: points sharing a common line

According to the theory, the components
or geons of a visual object are constructed
from these invariant properties. For example,
a cylinder has curved edges and two parallel
edges connecting the curved edges, whereas a
brick has three parallel edges and no curved
edges.|Biederman (1987| p. 116) argued that
the five properties:

have the desirable properties that they
are invariant over changes in orientation
and can be determined from just a few
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points on each edge. Consequently, they
allow a primitive (component or geon)
to be extracted with great tolerance for
variations of viewpoint, occlusions
(obstructions), and noise.

This part of the theory leads to the key
prediction that object recognition is typically
viewpoint-invariant, meaning an object can be
recognised equally easily from nearly all viewing
angles. (Note that assumed that
the three-dimensional model representation was
viewpoint-invariant.) Why is this prediction
made? Object recognition depends crucially
on the identification of geons, which can be
identified from a great variety of viewpoints.
It follows that object recognition from a given
viewing angle would be difficult only when one
or more geons were hidden from view.

An important part of| Biederman’s (1987)
theory with respect to the invariant properties
is the “non-accidental” principle. According
to this principle, regularities in the visual image
reflect actual (or non-accidental) regularities in
the world rather than depending on accidental
characteristics of a given viewpoint. Thus, for
example, a two-dimensional symmetry in the
visual image is assumed to indicate symmetry
in the three-dimensional object. Use of the
non-accidental principle occasionally leads to
error. For example, a straight line in a visual
image usually reflects a straight edge in the
world, but it might not (e.g., a bicycle viewed
end on).

How do we recognise objects when condi-
tions are suboptimal (e.g., an intervening object
obscures part of the target object)?
argued that the following factors are

important in such conditions:

e The invariant properties (e.g., curvature,
parallel lines) of an object can still be
detected even when only parts of edges are
visible.

® Provided the concavities of a contour are
visible, there are mechanisms allowing
the missing parts of the contour to be
restored.

e There is generally much redundant infor-
mation available for recognising complex
objects, and so they can still be recognised
when some geons or components are missing.
For example, a giraffe could be identified
from its neck even if its legs were hidden
from view.

Evidence
The central prediction of| Biederman’s (1987,
990) recognition-by-components theory is
that object recognition is viewpoint-invariant.
Biederman and Gerhardstein (1993] obtained
support for that prediction in an experiment
in which a to-be-named object was preceded
by a prime. Object naming was priming as well
when there was an angular change of 135°
as when the two views of the object and when
the two views were identical. Biederman and
Gerhardstein used familiar objects, which
have typically been encountered from multiple
viewpoints, and this facilitated the task of dealing
with different viewpoints. Not surprisingly,
Tarr_and Biilthoff (1995) obtained different
findings when they used novel objects and gave
observers extensive practice at recognising
these objects from certain specified viewpoints.
Object recognition was viewpoint-dependent,
with performance being better when familiar
viewpoints were used rather than unfamiliar
ones.

It could be argued that developing ex-
pertise with given objects produces a shift from
viewpoint-dependent to viewpoint-invariant
recognition. However Gauthier and Tarr (2002)
found no evidence of such a shift. Observers
received seven hours of practice in learning to
identify Greebles (artificial objects belonging to
various “families”; se). Two Greebles
were presented in rapid succession, and observers
decided whether the second Greeble was the
same as the first. The second Greeble was pre-
sented at the same orientation as the first, or
at various other orientations up to 75°.

Gauthier and Tarr’s (2002)| findings are
shown ir| Figure 3.9. There was a general increase

in speed as expertise developed. However,
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Examples of “Greebles”. In the top row
five different “families” are represented. For each
family, a member of each “gender” is shown.

Images provided courtesy of Michael. J. Tarr

(Carnegie Mellon University, Pittsburgh, PA),
seeworw arrab.or

performance remained strongly viewpoint-
dependent throughout the experiment. Such
findings are hard to reconcile with Biederman’s
emphasis on viewpoint-invariant recognition.

Support for recognition-by-components
theory was reported by|Biederman (1987). He
presented observers with degraded line drawings
of objects (see[Figure 3.9). Object recognition

was much harder to achieve when parts of the

contour providing information about concavities
were omitted than when other parts of the
contour were deleted. This confirms that con-
cavities are important for object recognition.
Support for the importance of geons was
obtained by] Cooper and Biederman (1993)) and
Vogels, Biederman, Bar, and Lorincz (2001
(ooper and Biederman (1993) asked observers
to decide whether two objects presented in
rapid succession had the same name (e.g., hat).
There were two conditions in which the two
objects shared the same name but were not
identical: (1) one of the geons was changed
(e.g., from a top hat to a bowler hat); and (2)
the second object was larger or smaller than
the first. Task performance was significantly
worse when a geon changed than when it did
not.[Vogels et al. (2001) assessed the response
of individual neurons in inferior temporal cortex
to changes in a geon compared to changes in
the size of an object with no change in the geon.
Some neurons responded more to geon changes
than to changes in object size, thus providing
some support for the reality of geons.
According to the theory, object recognition
depends on edge information rather than on
surface information (e.g., colour). However,
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Intact figures (left-hand side), with
degraded line drawings either preserving (middle
column) or not preserving (far-right column) parts of

the contour providing information about concavities.
Adapted from| Biederman (1987).

[Sanocki, Bowyer, Heath, and Sarkar (1998)]
pointed out that edge-extraction processes are
less likely to lead to accurate object recognition
when objects are presented in the context of
other objects rather than on their own. This is
because it can be difficult to decide which edges
belong to which object when several objects
are presented together. Sanocki et al. presented
observers briefly with objects in the form of
line drawings or full-colour photographs, and
these objects were presented in isolation or in
context. Object recognition was much worse
with the edge drawings than with the colour
photographs, especially when objects were
presented in context. Thus|Biederman (1987
exaggerated the role of edge-based extraction
processes in object recognition.

Look back at[Figure 3.6] It shows that
recognition-by-components theory strongly
emphasises bottom-up processes. Information
extracted from the visual stimulus is used to
construct a geon-based representation that is
then compared against object representations
stored in long-term memory. According to the
theory, top-down processes depending on fac-
tors such as expectation and knowledge do not
influence the early stages of object recognition.
In fact, however, top-down processes are often
very important (see Bar et al., 2006, for a

review). For example presented
a picture of a scene (e.g., a kitchen) followed
by the very brief presentation of the picture of
an object. This object was either appropriate
to the context (e.g., a loaf) or inappropriate
(e.g., a mailbox or drum). There was also a
further condition in which no contextual scene
was presented. The probability of identifying
the object correctly was greatest when the object
was appropriate to the context, intermediate
with no context, and lowest when the object
was contextually inappropriate.

Evaluation
A central puzzle is how we manage to iden-
tify objects in spite of substantial differences
among the members of any given category in
shape, size, and orientation]Biederman’s (1987
recognition-by-components theory provides
a reasonably plausible account of object rec-
ognition explaining how this is possible. The
assumption that geons or geon-like compon-
ents are involved in visual object recognition
seems plausible. In addition, there is evidence
that the identification of concavities and edges
is of major importance in object recognition.
Biederman’s theoretical approach possesses
various limitations. First, the theory focuses
primarily on bottom-up processes triggered
directly by the stimulus input. By so doing, it
de-emphasises the importance of top-down
processes based on expectations and knowledge.
This important limitation is absent from several
recent theories (e.g.,l Bar, 2003 Lamme, 2003).
Second, it only accounts for fairly unsubtle
perceptual discriminations. Thus, it explains
how we decide whether the animal in front of us
is a dog or cat, but not how we decide whether
it is our dog or cat. We can easily make discrimi-
nations within categories such as identifying
individual faces, buf Biederman, Subramaniamj,
ar, Kalocsai, and Fiser (1999) admitted that his
theory is not applicable to face recognition.
Third, it is assumed within recognition-
by-components theory that object recognition
generally involves matching an object-centred
representation independent of the observer’s
viewpoint with object information stored
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in long-term memory. However, as discussed
below, there is considerable evidence for
viewpoint-dependent object recognition (e.g.,
(Gauthier & Tarr, 2002 Tarr & Biilthoff, 1999).
Thus, the theory is oversimplified.

Fourth, Biederman’s theory assumes that
objects consist of invariant geons, but object
recognition is actually much more flexible
than that. As| Hayward and Tarr (2003,
p. 67) pointed out, “You can take almost any
object, put a working light-bulb on the top,
and call it a lamp ...almost anything in the
image might constitute a feature in appropriate
conditions.” The shapes of some objects (e.g.,
clouds) are so variable that they do not have
identifiable geons.

Object recognition is rather flexible. As Hayward
and Tarr (2005) pointed out, you could put a
working light-bulb on top of almost any object,
and perceive it to be a lamp.

Viewpoint-dependent vs.
viewpoint-invariant approaches

We have discussed|Biederman’s (1987 viewpoint-
invariant theory, according to which ease of
object recognition is unaffected by the observer’s
viewpoint. In contrast, viewpoint-dependent
theories (e.g.,| Tarr & Biilthoff, 1995][1998)
assume that changes in viewpoint reduce the
speed and/or accuracy of object recognition.
According to such theories, “Object represent-
ations are collections of views that depict the
appearance of objects from specific viewpoints”
[Tarr_& Biilthoff, 1995)). As a consequence,
object recognition is easier when an observer’s
view of an object corresponds to one of the
stored views of that object.

Object recognition is sometimes viewpoint-
dependent and sometimes viewpoint-invariant.
According tof Tarr and Biilthoff (1995), viewpoint-
invariant mechanisms are typically used
when object recognition involves making
easy categorical discriminations (e.g., between
cars and bicycles). In contrast, viewpoint-
dependent mechanisms are more important
when the task requires difficult within-category
discriminations (e.g., between different makes
of car).

Evidence consistent with the above general

O

proach was reported by | Tarr, Williams,

[ayward, and Gauthier (1998). They considered
recognition of the same three-dimensional objects
under various conditions across nine experi-
ments. Performance was close to viewpoint-
invariant when the object recognition task
was easy (e.g., detailed feedback after each
trial). However, it was viewpoint-dependent
when the task was difficult (e.g., no feedback
provided).
Vanrie, Béatse, Wagemans, Sunaert, and va

also found that task complexity
influenced whether object recognition was
viewpoint-dependent or viewpoint-invariant.
Observers saw pairs of three-dimensional block
figures in different orientations, and decided
whether they represented the same figure (i.e.,
matching or non-matching). Non-matches were
produced in two ways:
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(a)

(b)

Non-matching stimuli in (a) the
invariance condition and (b) the rotation condition.
Reprinted fron Vanrie et al. (2002, Copyright ©
2002, with permission from Elsevier.

(1)  An invariance condition, in which the side
components were tilted upward or down-
ward by 10°.

(2) A rotation condition, in which one object
was the mirror image of the other (see

[Figure 3.10).

Vanrie et al. predicted that object recognition
would be viewpoint-invariant in the much
simpler invariance condition, but would be
viewpoint-dependent in the more complex
rotation condition.

What did[Vanrie et al. (2002)] find? As
predicted, performance in the invariance condi-
tion was not influenced by the angular differ-
ence between the two objects (see).
Also as predicted, performance in the rotation
condition was strongly viewpoint-dependent

because it was greatly affected by alteration in
angular difference (see{Figure 3.11)).

(a) Invariance condition

(b) Rotation condition
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Example images of a “same” pair of
stimulus objects. From|Foster and Gilson (2002} with

permission from The Royal Society London.

[Blais, Arguin, and Marleau (2009)|argued
that some kinds of visual information about
objects are processed in the same way, regard-
less of rotation. In contrast, the processing of
other kinds of visual information does depend
on rotation. They obtained support for that
argument in studies on visual search. Some
visual processing (e.g., conjunctions of features)
was viewpoint-invariant, whereas other visual
processing (e.g., depth processing) was viewpoint-
dependent.

Some theorists (e.g., [Foster & Gilson,
1002} [Hayward, 2003) argue that viewpoint-
dependent and viewpoint-invariant informa-
tion are combined co-operatively to produce
object recognition. Supporting evidence was
reported by{Foster and Gilson (2002). Observers
saw pairs of simple three-dimensional objects
constructed from connected cylinders (see
figure 3.12), and decided whether the two
images showed the same object or two different
ones. When two objects were different, they
could differ in a viewpoint-invariant feature
(i.e., number of parts) and/or various viewpoint-
dependent features (e.g., part length, angle
of join between parts). The key finding was
that observers used both kinds of information
together. This suggests that we make use of all
available information in object recognition.

Evaluation

We know now that it would be a gross over-
simplification to argue that object recognition
is always viewpoint-dependent or viewpoint-

invariant. The extent to which object recog-
nition is primarily viewpoint-dependent or
viewpoint-invariant depends on several factors,
such as whether between- or within-category
discriminations are required, and more gen-
erally on task complexity. The notion that all
the available information (whether viewpoint-
dependent or viewpoint-invariant) is used in
parallel to facilitate object recognition has
received some support.

Most of the evidence suggesting that object
recognition is viewpoint-dependent is rather
indirect. For example, it has sometimes been
found that the time required to identify two
objects as the same increases as the amount of
rotation of the object increases (e.g.[Biedermai}
[& Gerhardstein, 1993). All that really shows
is that some process is performed more slowl
when the angle of rotation is greater
[et al., 2009). That process may occur early in
visual processing. If so, the increased reaction
time might be of little or no relevance to the
theoretical controversy between viewpoint-
dependent and viewpoint-invariant theories.
In the next section, we consider an alternative
approach to object recognition based on cognitive
neuroscience.

COGNITIVE
NEUROSCIENCE
APPROACH TO OBJECT]

RECOGNITION

In recent years, there has been remarkable
progress in understanding the brain processes
involved in object recognition. This is all the
more impressive given their enormous com-
plexity. Consider, for example, our apparently
effortless ability to recognise Robert de Niro
when we see him in a film. It actually involves
numerous interacting processes at all levels
from the retina through to the higher-level
visual areas in the brain.

As we saw in[Chapter 2, the ventral visual
pathway is hierarchically organised. Visual
processing basically proceeds from the retina,
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through several areas including the lateral
geniculate nucleus V1, V2, and V4, culminating
in the inferotemporal cortex (see[Figure 2.4).
The stimuli causing the greatest neuronal
activation become progressively more complex
as processing moves along the ventral stream.
At the same time, the receptive fields of cells
increase progressively in size. Note that most
researchers assume that the ventral pathway is
specialised for object recognition, whereas the
dorsal pathway is specialised for spatial vision
and visually guided actions (e.g.,

Milner & |

[Goodale, 2008} see|Chapter 2).

Inferotemporal cortex (especially its ante-
rior portion) is of crucial importance in visual
object recognition (Peissig & Tarr, 2007). Suppose
we assess neuronal activity in inferotemporal
cortex while participants are presented with
several different objects, each presented at
various angles, sizes, and so on. There are two
key dimensions of neuronal responses in such
a situation: selectivity and invariance or tolerance
(Ison & Quiroga, 200§). Neurons responding
strongly to one visual object but weakly (or not
at all) to other objects possess high selectivity.
Neurons responding almost equally strongly
to a given object regardless of its orientation,
size, and so on possess high invariance or
tolerance.

We need to be careful when relating evidence
about neuronal selectivity and tolerance to the
theories of object recognition discussed earlier
in the chapter. In general terms, however,
inferotemporal neurons having high invariance
or tolerance seem consistent with theories
claiming that object recognition is viewpoint-
invariant. In similar fashion, inferotemporal
neurons having low invariance appear to fit
with theories claiming object recognition is
viewpoint-dependent.

When we move on to discuss the relevant
evidence, you will notice that the great majority
of studies have used monkeys. This has been
done because the invasive techniques involved
can only be used on non-human species. It is
generally (but perhaps incorrectly) assumed
that basic visual processes are similar in humans
and monkeys.

Evidence

Evidence that inferotemporal cortex is espe-
cially important in object recognition was
provided by[Leopold and Logothetis (1999)|
and|Blake and Logothetis (2002)] Macaque
monkeys were presented with a different visual
stimulus to each eye and trained to indicate
which stimulus they perceived. This is known
as binocular rivalry (see[ Glossary). The key
finding was that the correlation between neural
activity and the monkey’s perception was
greater at later stages of visual processing.
For example, the activation of only 20% of
neurons in V1 was associated with perception,
whereas it was 90% in higher visual areas
such as inferotemporal cortex and the superior
temporal sulcus.

The above findings reveal an association
between neuronal activation in inferotemporal
cortex and perception, but this falls short of
demonstrating a causal relationship. This gap
was filled by|Afraz, Kiani, and Esteky (2006).
They trained two macaque monkeys to decide
whether degraded visual stimuli were faces
or non-faces. On some trials, the experimenters
applied microstimulation to face-selective
neurons within the inferotemporal cortex. This
microstimulation caused the monkeys to make
many more face decisions than when it was
not applied. Thus, this study shows a causal
relationship between activity of face-selective
neurons in inferotemporal cortex and face
perception.

We turn now to the important issue of
neuronal selectivity and intolerance in object
recognition. There is greater evidence of

[horpe, & Fabre-Thorpe, 2004). We first
consider selectivity before discussing invari-
ance. fMRI research suggests that regions
of inferotemporal cortex are specialised for
different categories of object. Examples include
areas for faces, places, cars, birds, chess boards,
cats, bottles, scissors, shoes, and chairs (Peissig
& Tarr, 2007). However, most of the associ-
ations between object categories and brain
regions are not neat and tidy. For example,
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the fusiform face area (see[Figure 3.19 below)
has often been identified as a crucial area for
face recognition (discussed more fully later).
However) Grill-Spector, Sayres, and Ress (2006]
found that small parts of that area responded
mostly to animals, cars, or sculptures rather
than faces.

The above evidence relates to regions
rather than individual neurons. However| Tsao]
Jreiwald, Tootell, and Livingstone (2006) studied
neurons within face-responsive regions of the
superior temporal sulcus in macaque monkeys.
The key finding was that 97% of the visually
responsive neurons responded strongly to faces
but not other objects. This indicates that neurons
can exhibit strong object specificity (at least for
faces).

Striking yi
eddy, Kreiman, Koch, and Fried (2005). They
found a neuron in the medial temporal lobe
that responded strongly to pictures of Jennifer
Aniston (the actress from Friends), but hardly
responded to pictures of other famous faces
or other objects. Surprisingly, this neuron did
not respond to Jennifer Aniston with Brad
Pitt! Other neurons responded specifically to
a different famous person (e.g., Julia Roberts)
or a famous building (e.g., Sydney Opera
House). Note, however, that only a very limited
number of neurons were studied out of the
2 to 5 million neurons activated by any given
visual stimulus. It is utterly improbable that
only a single neuron in the medial temporal
lobe responds to Jennifer Aniston. Note also
that the neurons were in an area of the brain
mostly concerned with memory and so these
neurons are not just associated with visual
processing.

Do neurons in the temporal cortex have high
or low invariance? Some have high invariance
and others have low invariance. Consider, for
example, a study by|Booth and Rolls (1998)|
Monkeys initially spent time playing with novel
objects in their cages. After that, Booth and
Rolls presented photographs of these objects
taken from different viewpoints while record-
ing neuronal activity in the superior temporal
sulcus. They found that 49% of the neurons

responded mostly to specific views and only
14% produced viewpoint-invariant responses.
However, the viewpoint-invariant neurons may
be more important to object perception than
their limited numbers might suggest. Booth
and Rolls showed there was potentially enough
information in the patterns of activation of
these neurons to discriminate accurately among
the objects presented.

What is the relationship between selectivity
and invariance or tolerance in inferotemporal
neurons? The first systematic attempt to provide
an answer was byl Zoccolan, Kouh, Poggio, |

nd DiCarlo (2007)] There was a moderate
negative correlation between object selectivity
and tolerance. Thus, some neurons respond to
many objects in several different sizes and
orientations, whereas others respond mainly
to a single object in a limited range of views.
Why are selectivity and invariance negatively
correlated? Perhaps our ability to perform
visual tasks ranging from very precise object
identification to very broad categorisation of
objects is facilitated by having neurons with
very different patterns of responsiveness to
changing stimuli.

It is generally assumed that the processes
involved in object recognition occur mainly
in the ventral stream, whereas the dorsal
stream is involved in visually guided actions
(see[Chapter J). However, that may well
be an oversimplification. Substantial evidence
for processes associated with object recogni-
tion in the dorsal stream as well as the ventral
one was found in a recent study on humans
[Konen & Kastner, 2008). There was clear
object selectivity at several stages of visual
processing in both streams. In addition, there
was increased invariance at higher levels of
processing (e.g., posterior parietal cortex) than
at intermediate ones (e.g., V4, MT). Overall,
the findings suggested that object information
is processed in parallel in both streams or
pathways.

Suppose we discover neurons in infero-
temporal cortex that respond strongly to photo-
graphs of giraffes but not other animals. It
would be tempting to conclude that these
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neurons are object-selective for giraffes. How-
ever, it is also possible that they are responding
instead to an important feature of giraffes (i.e.,
their long necks) rather than to the object as
a whole. Some neurons in the inferotemporal
cortex of macaque monkeys respond to specific
features of objects rather than the objects them-
selves ). The take-home message
is that many of the neurons labelled “object-

selective” in other studies may actually be
“feature-selective”.

Evaluation

There is convincing evidence that inferotemporal
cortex is of major importance in object recogni-
tion. Some inferotemporal neurons exhibit high
invariance, whereas others have low invariance.
The existence of these different kinds of neuron
is consistent with the notion that object recogni-
tion can be viewpoint-invariant or viewpoint-
dependent. It has also been established that
various inferotemporal areas are somewhat
specialised for different categories of object.

Top-down processes in object recognition

Most cognitive neuroscientists (and cognitive
psychologists) studying object recognition have
focused on bottom-up processes as processing
proceeds along the ventral pathway. However,
top-down processes not directly involving the
ventral pathway are also important.A crucial issue
is whether top-down processes (probably involving
the prefrontal cortex) occur prior to object
recognition and are necessary for recognition
or whether they occur dfter object recognition
and relate to semantic processing of already
recognised objects.

Bar et al. (2006) presented participants with
drawings of objects presented briefly and then
masked to make them hard to recognise. Activation
in orbitofrontal cortex (part of the prefrontal
cortex) occurred 50 ms before activation in
recognition-related regions in the temporal
cortex (see Figure 3.13).This orbitofrontal acti-
vation predicted successful object recognition,

and so seemed to be important for recognition
to occur. Bar et al. concluded that top-down
processes in orbitofrontal cortex facilitate object
recognition when recognition is difficult. There
was less involvement of orbitofrontal cortex in
object recognition when recognition was easy
(longer, unmasked presentations). This makes
sense — top-down processes are less important
when detailed information is available to bottom-
up processes.

Stronger evidence that top-down processes
in the prefrontal cortex play a direct role in object
recognition was reported by Viggiano et al. (2008),
They presented participants with blurred photo-
graphs of animals for object recognition under
four conditions: () repetitive transcranial magnetic
stimulation (rTMS: see applied to
the left dorsolateral prefrontal cortex; (2) rTMS
applied to the right dorsolateral prefrontal
cortex; (3) sham rTMS (there was no magnetic

Figure 3.13 Brain activation associated with successful object recognition at 130 ms after stimulus onset
in left orbitofrontal cortex, at 180 ms in right temporal cortex (fusiform area), and at 215 ms in left and
right temporal cortex (fusiform area). Copyright © 2006 National Academy of Sciences, USA. Reprinted

with permission.
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field); and (4) baseline (no rTMS at all). The key
finding was that rTMS (whether applied to the
left or the right dorsolateral prefrontal cortex)
slowed down object-recognition time (see
Figure 3.14). However, rTMS had no effect on
object-recognition time when the photographs
were not blurred.These findings suggest that top-
down processes are directly involved in object
recognition when the sensory information avail-
able to bottom-up processes is limited.

1100 — Living

1050 |~ ]

=
=]
o
S
T

Reaction time (ms)

ol ]

850 [~

800 [~

950 [~ }

In sum, we are starting to obtain direct
evidence of the involvement of prefrontal cortex
(and top-down processes) in object recogni-
tion. That involvement is greater when sensory
information is limited, as is likely to be the case
much of the time in the real world. Some
issues remain to be resolved. For example, the
respective roles played by orbitofrontal and
dorsolateral prefrontal cortex in object recogni-
tion need clarification.
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Figure 3.14 Mean object recognition times (in ms) for living (green columns) and non-living objects (purple
columns) in four conditions: baseline = no rTMS; left DLPFC = rTMS applied to left dorsolateral prefrontal
cortex; sham = “pretend” rTMS applied to left dorsolateral prefrontal cortex; right DLPFC = rTMS applied
to right dorsolateral prefrontal cortex. Reprinted fron] Viggiano et al. (2008), Copyright © 2008, with

permission from Elsevier.

What are the limitations of research in this
area? First, we must be cautious about gen-
eralising findings from monkeys to humans.
However, some studies on humans (e.g.
& Kastner, 2008) have produced findings closely
resembling those obtained from monkeys.
Second, the research emphasis has been on the
role of the ventral stream in object recognition.
However, the dorsal stream may play a more
active role in object recognition than generally
assumed [Konen & Kastner, 2008). Third,
it is often assumed that neurons responding
only to certain objects are necessarily object-
selective. However, detailed experimentation
is needed to distinguish between object-selective
and feature-selective neurons (e.g..
Fourth, it has typically been assumed that the

processes involved in object recognition pro-
ceed along the ventral stream from the retina
through to the inferotemporal cortex. This
de-emphasises the role of top-down processes
in object recognition (e.g., Bar_et al., 2006;]
[Viggiano et al., 2008).

COGNITIVE
NEUROPSYCHOLOGY OF
OBJECT RECOGNITION

Information from brain-damaged patients has
enhanced our understanding of the processes
involved in object recognition. In this section,

we will focus on visual agnosia (see| Glossaryj),
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which is “the impairment of visual object recogni-
tion in people who possess sufficiently preserved
visual fields, acuity and other elementary forms
of visual ability to enable object recognition,
and in whom the object recognition impairment
cannot be attributed to...loss of knowledge
about objects....[Agnosics’] impairment is one
of visual recognition rather than naming, and
is therefore manifest on naming and non-verbal
tasks alike” p. 181).
Historically, a distinction was often made
between two forms of visual agnosia:

(1)  Apperceptive agnosia: object recognition
is impaired because of deficits in perceptual
processing.

(2) Associative agnosia: perceptual processes
are essentially intact. However, object
recognition is impaired because of dif-
ficulties in accessing relevant knowledge
about objects from memory.

How can we distinguish between appercep-
tive agnosia and associative agnosia? One way
is to assess patients’ ability to copy objects they
cannot recognise. Patients who can copy objects
are said to have associative agnosia, whereas
those who cannot have apperceptive agnosia.
A test often used to assess apperceptive agnosia
is the Gollin picture test. On this test, patients are
presented with increasingly complete drawings
of an object. Those with apperceptive agnosia
require more drawings than healthy individuals
to identify the objects.

The distinction between apperceptive and
associative agnosia is oversimplified. Patients
suffering from various perceptual problems
can all be categorised as having apperceptive
agnosia. In addition, patients with apperceptive
agnosia and associative agnosia have fairly
general deficits in object recognition. However,
many patients with visual agnosia have relatively
specific deficits. For example, later in the chapter
we discuss prosopagnosia, a condition involving
specific problems in recognising faces.

[Riddoch and Humphreys (2001} see also
umphreys & Riddoch, 2006) argued that

the problems with visual object recognition ex-

perienced by brain-damaged patients can be
accounted for by a hierarchical model of object

recognition and naming (se ):

e Edge grouping by collinearity: this is an
early processing stage during which the edges
of an object are derived (collinear means
having a common line).

®  Feature binding into shapes: during this stage,
object features that have been extracted are
combined to form shapes.

o View normalisation: during this stage,
processing occurs to allow a viewpoint-
invariant representation to be derived. This
stage is optional.

o Structural description: during this stage,
individuals gain access to stored knowledge
about the structural descriptions of objects.

o Semantic system: the final stage involves
gaining access to stored knowledge relevant
to an object.

What predictions follow from this model?
The most obvious one is that we might expect
to find different patients with visual agnosia
having object-recognition problems at each of
these stages of processing. That would show very
clearly the limitations in distinguishing only
between apperceptive and associative agnosia.

Evidence

In our discussion of the evidence, we will
follow|Riddoch and Humpreys (2001) in con-
sidering each stage in the model in turn. Many
patients have problems with edge grouping or
form perception. For example,
studied a patient, DE who had very
severely impaired object recognition (this
patient is discussed in detail i). She
recognised only a few real objects and could not
recognise any objects shown in line drawings.
She also had poor performance when making
judgements about simple patterns grouped on
the basis of various properties (e.g., collinearity,
proximity). Other patients have shown similar

problems with edge grouping (seefRiddoch &
(Humphreys, 2001)).
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Apperceptive
agnosias
A hierarchical
model of object recognition
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different component agnosias
processes which, when

impaired, can produce
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2001).
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[Humphreys (1999) discussed what he termed
integrative agnosia, a condition in which the
patient experiences great difficulty in integrating
or combining an object’s features during object

recognition. [Humphreys and Riddoch (1987)]

studied HJA. He produced accurate drawings
of objects he could not recognise and could
draw objects from memory. However, he found
it very hard to integrate visual information.
In his own words, “I have come to cope with
recognising many common objects, if they are
standing alone. When objects are placed together,
though, I have more difficulties. To recognise
one sausage on its own is far from picking
one out from a dish of cold foods in a salad”
[Humphreys & Riddoch, 1987).

Giersch, Humphreys, Boucart, and Kovacs
2000) presented HJA with an array of three
geometric shapes that were spatially separated,

superimposed, or occluded (covered) (see| Fig-
IE. Then, a second array was presented,
which was either the original array or a distractor
array in which the positions of the shapes had
been re-arranged. HJA performed reasonably
well in deciding whether the two arrays were
the same with separated shapes but not with
superimposed or occluded shapes. Thus, HJA
has poor ability for shape segregation.
Behrmann, Peterson, Moscovitch, and Suzuk
studied SM, a man with integrative

KEY TERM

integrative agnosia: a form of visual agnosia
in which patients have problems in integrating or
combining an object’s features in object
recognition.
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Examples of (a) separated, (b)

superimposed, and (c) occluded shapes used by

Giersch et al. (2000). From[Riddoch and Humphreys |
i200| i

agnosia. He was trained to identify simple
objects consisting of two parts, and could cor-
rectly reject distractors having a mismatching
part. Of greatest importance, SM was poor at
rejecting distractors having the same parts as
objects on which he had been trained but with
the spatial arrangement of the parts altered.
Behrmann et al. concluded that separate mech-
anisms are involved in identifying the shapes
of individual parts of objects and in perceiving
the spatial arrangements of those parts. SM
has much more severe problems with the latter
mechanism than the former one.

|RiddochI Humphreys, Akhtar, Allen, Brace]
well, and Scholfield (2008) compared two
patients, one of whom (SA) has problems with
edge grouping (form agnosia) and the other of
whom (HJA) has integrative agnosia. Even
though both patients have apperceptive agno-
sia, there are important differences between
them. SA was worse than HJA at some aspects
of early visual processing (e.g., contour tracing)
but was better than HJA at recognising familiar
objects. SA has inferior bottom-up processes
to HJA but is better able to use top-down

processes for visual object recognition. The
problems that integrative agnosics have with
integrating information about the parts of
objects may depend in part on their limited
top-down processing abilities. The fact that the
areas of brain damage were different in the
two patients (dorsal lesions in SA versus more
ventral medial lesions in HJA) is also consistent
with the notion that there are at least two types
of apperceptive agnosia.

One way of determining whether a given
patient can produce structural descriptions of
objects is to give him/her an object-decision
task. On this task, patients are presented with
pictures or drawings of objects and non-
objects, and decide which are the real objects.
Some patients perform well on object-decision
tasks but nevertheless have severe problems
with object recognition. [Fery and Morais|
studied DJ, who has associative agnosia.
He recognised only 16% of common objects
when presented visually, but his performance
was normal when recognising objects presented
verbally. Thus, D] finds it very hard to use the
information in structural descriptions to access
semantic knowledge about objects. However,
he performed well on tasks involving shape
processing, integration of parts, and copying
and matching objects. For example, D] was
correct on 93% of trials on a difficult animal-
decision task in which the non-animals were
actual animals with one part added, deleted,
or substituted (see). This indicates
that several of the processes relating to object
recognition are essentially intact in D]J.

Finally, some patients have severe problems
with object recognition because they have damage
to the semantic memory system containing
information about objects. Patients whose object-
recognition difficulties depend only on dam-
aged semantic memory are not regarded as
visual agnosics because their visual processes
are essentially intact (se Chapter 7). However,
some visual agnosics have partial damage to
semantic memory.l Peru and Avesani (2008)]
studied FB, a woman who suffered damage to
the right frontal region and the left posterior
temporal lobe as the result of a skiing accident.
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Examples of animal stimuli with (from

top to bottom) a part missing, the intact animal, with

was largely unable to access information about
objects’ perceptual features, although she was
reasonably good at indicating the uses of objects
when asked.

Evaluation

The hierarchical model put forward by[RiddocH
4nd Humphreys (2001)| provides a useful
framework within which to discuss the problems
with object recognition shown by visual agnosics.
The evidence from brain-damaged patients is
broadly consistent with the model’s predictions.
What is very clear is that the model represents
a marked improvement on the simplistic dis-
tinction between apperceptive and associative
agnosia.

What are the limitations of the hierarchical
model? First, it is based largely on the assump-
tion that object recognition occurs primarily
in a bottom-up way. In fact, however, top-down
processes are also important, with processes
associated with later stages influencing processing
at early stages (e.g.,|Bar et al., 2006} |Viggiano |
). Second, and related to the first
point, the processing associated with object
recognition may not proceed in the neat,
stage-by-stage way envisaged within the model.
Third, the model is more like a framework
than a complete theory. For example, it is
assumed that each stage of processing uses the
output from the previous stage, but the details
of how this is accomplished remain unclear.

|FACE RECOGNITION

a part substituted, and a part added. From{Fery and |
[Morai 12003)

Her basic visual processes were intact, but
she was very poor at identifying drawings of
animate and inanimate objects. This pattern of
findings suggested she had associative agnosia.
However, she differed from D]J in that she had
some damage to semantic memory rather than
simply problems in accessing knowledge in
semantic memory. When asked verbally, she

There are several reasons for devoting a separate
section to face recognition. First, the ability to
recognise faces is of huge significance in our
everyday lives. As you may have found to your
cost, people are offended if you fail to recognise
them. In certain circumstances, it can be a
matter of life or death to recognise whether
someone is a friend or enemy. It is significant
that robbers try to conceal their identity by
covering their faces. In addition, it is important
to be able to recognise the expressions on
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other people’s faces to judge your impact on
them.

Second, face recognition differs in important
ways from other forms of object recognition.
As a result, theories of object recognition are of
only limited value in explaining face recognition,
and theories specifically devoted to accounting
for face recognition are needed.

Third, we now have a reasonably good
understanding of the processes involved in face
recognition. One reason for this is the diversity
of research — it includes behavioural studies,
studies on brain-damaged patients, and neuro-
imaging studies.

How does face recognition differ from the
recognition of other objects? An important part
of the answer is that face recognition involves
more holistic processing or configural process-
ing (processing involving strong integration
across the whole object). Information about
specific features of a face can be unreliable
because different individuals share similar
facial features (e.g., eye colour) or because an
individual’s features are subject to change (e.g.,
skin shade, mouth shape). In view of the unreli-
ability of feature information, it is desirable
for us to use holistic or configural processing
of faces.

Evidence that holistic processing is used
much more often with faces than other objects
comes from studies on the inversion, part—
whole, and composite effects (see McKone,
Kanwisher, & Duchaine, 2007, for a review).
In the inversion effect, faces are much harder
to identify when presented inverted or upside-
down rather than upright.[McKone (2004)]
asked participants to decide which of two faces
had been presented briefly to them centrally or
at various locations towards the periphery of
vision. Identification accuracy was consistently
much higher when the faces were presented
upright rather than inverted. In contrast, adverse
effects of inversion on object recognition are
much smaller with non-face objects and generall
disappear rapidly with practice (see
1004} for a review).

The inversion effect does not assess holistic
processing directly, unlike the part—-whole and

composite effects. In the part-whole effect,
memory for a face part is more accurate when
it is presented within the whole face rather
than on its own.[Farah (1994) studied this
effect. Participants were presented with draw-
ings of faces or houses, and associated a name
with each face and each house. After that, they
were presented with whole faces and houses
or with only a single feature (e.g., mouth, front
door). Recognition performance for face parts
was much better when the whole face was
presented rather than only a single feature (see
Hfigure 3.18). This is the part-whole effect. In
contrast, recognition performance for house
features was very similar in whole- and single-
feature conditions.

The part—whole effect indicates that faces
are stored in memory in holistic form, but does
not directly show that faces are perceived
holistically,|Farah, Wilson, Drain, and Tanaka |
[1998)| filled this gap. Participants were pre-
sented with a face followed by a mask and then
a second face, and decided whether the second
face was the same as the first. The mask consisted
of a face arranged randomly or of a whole face.
Face-recognition performance was better when
part masks were used rather than whole masks,
presumably because the first face was processed
as a whole. With house or word stimuli, the
beneficial effects of part masks over whole
masks were much less than with faces.

In the composite effect, participants are
presented with two half faces of different
individuals and these two half faces are aligned
or unaligned. Performance on tasks requiring

KEY TERMS

holistic processing: processing that involves
integrating information from an entire object.
inversion effect: the finding that faces are
considerably harder to recognise when
presented upside down; the effect is less marked
with other objects.

part-whole effect: the finding that it is easier
to recognise a face part when it is presented
within a whole face rather than in isolation.
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perception of only one half face is impaired
when the half faces are aligned compared to
when they are unaligned (e.g.{ Young, Hellawell)
). The composite effect is typically
not found with inverted faces or with non-face
objects (see McKone et al., 2007, for a review).

Evaluation

The inversion, part-whole, and composite

effects all provide evidence that faces are subject

to holistic or configural processing. Of impor-

tance, all these effects are generally absent in

the processing of non-face objects. Thus, there

are major differences between face and object

recognition. However, the inversion effect does

not provide a direct assessment of holistic pro-

cessing, and so provides weaker evidence than

the other effects that face processing is holistic.

Most people have much more experience at

processing faces than other objects and have

thus developed special expertise in face process-

ing [Gauthier & Tarr, 2002). It is thus possible

that holistic or conﬁgur al processing is found The inversion, part-whole, and composite effects
for any category of objects for which an indi- all provide evidence that faces are subject to
vidual possesses expertise. That would mean holistic processing. This helps explain why we are
that there is nothing special about faces. As able to recognise Giuseppe Arcimboldo’s (circa

1l ) fth d fail 1590) painting as that of a face, rather than
we will see later, most of the evidence fails to simply a collection of fruit.
support this alternative explanation.
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Prosopagnosia

If face processing differs substantially from object
processing, we might expect to find some brain-
damaged individuals with severely impaired
face processing but not object processing. Such
individuals exist. They suffer from a condition
known as prosopagnosia, coming from the Greek
words meaning “face” and “without knowledge”.
Patients with prosopagnosia (“face-blindness”)
can generally recognise most objects reasonably
well in spite of their enormous problems with
faces. JK, a woman in her early thirties, described
an embarrassing incident caused by her pros-
opagnosia: “I went to the wrong baby at my
son’s daycare and only realised that he was not
my son when the entire daycare staff looked

at me in horrified disbelief”
Nakayama, 2006} p. 166).

In spite of their poor conscious recognition
of faces, prosopagnosics often show evidence
of covert recognition (i.e., processing of faces
without conscious awareness). In one study,
prosopagnosics decided rapidly whether names
were familiar or unfamiliar [ Young, Hellawell,|
& de Haan, 1989). They performed the task more
rapidly when presented with a related priming
face immediately before the target name, even
though they could not recognise the face at the
conscious level. Covert recognition can some-
times be turned into overt or conscious recognition
if the task is very easy. In one study, prosopag-
nosics showed evidence of overt recognition
when several faces were presented and they were
informed that all belonged to the same category
[Morrison, Bruce, and Burton, 2003)).

There are three points to bear in mind
before discussing the evidence. First, prosopag-
nosia is a heterogeneous or diverse condition
in which the precise problems of face and
object recognition vary from patient to patient.
Second, the origins of the condition also vary.
In acquired prosopagnosia, the condition is
due to brain damage. In contrast, developmental
prosopagnosics have no obvious brain damage
but never acquire the ability to recognise faces.
Third, there are various reasons why prosopag-
nosics find it much harder to recognise faces
than objects. The obvious explanation is that

acquired prosopagnosics have suffered damage
to a part of the brain specialised for processing
faces. However, an alternative interpretation
is that face recognition is simply much harder
than object recognition — face recognition involves
distinguishing among members of the same
category (i.e., faces), whereas object recognition
generally only involves identifying the category
to which an object belongs (e.g., cat, car).

Strong support for the notion that face
recognition involves different processes from
object recognition would come from the demon-
stration of a double dissociation (sef Glossar}).
In this double dissociation, some prosopagnosics
would show severely impaired face recognition
but intact object recognition, whereas other
patients would show the opposite pattern.
Convincing evidence that some prosopagnosics
have intact object recognition was reported by
Duchaine and Nakayama (2005]. They tested
seven developmental prosopagnosics on various
tasks involving memory for faces, cars, tools,
guns, horses, houses, and natural landscapes.
Of importance, participants tried to recognise
exemplars within each category to make the
task of object recognition comparable to face
recognition. Some of them performed in the
normal range on all (or nearly all) of the non-
face tasks.

carried out an exceptionally
thorough study on a developmental prosopag-
nosic called Edward, a 53-year-old married man
with two PhDs. He did very poorly on several
tests of face memory. Indeed, he performed no
better with upright faces than with inverted ones,
suggesting he could not engage in holistic face
processing. In contrast, he performed slightly
better than healthy controls on most memory
tasks involving non-face objects, even when
the task involved recognising exemplars within
categories. Virtually all healthy individuals and

KEY TERM

prosopagnosia: a condition caused by brain
damage in which the patient cannot recognise
familiar faces but can recognise familiar objects.
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most developmental prosopagnosics have voxels
(very small three-dimensional volume elements)
that respond more strongly to faces than to objects,
but none was found in Edward’s brain.

The opposite pattern of intact object
recognition but impaired face recognition has
also been reported.[Moscovitch, Winocur, and|
Ifehrmann (1997] studied CK, a man with object
agnosia (impaired object recognition). He per-
formed as well as controls on face-recognition
tasks regardless of whether the face was a photo-
graph, a caricature, or a cartoon provided it
was upright and the internal features were in
the correct locations.[McMullen, Fisk, Phillips]
and Mahoney (2000] tested HH, who has severe
problems with object recognition as a result of
a stroke. However, his face-recognition perfor-
mance was good.

In sum, while most prosopagnosics have
somewhat deficient object recognition, some
have essentially intact object recognition even
when difficult object-recognition tasks are used.
Surprisingly, a few individuals have reasonably
intact face recognition in spite of severe problems
with object recognition. This double dissoci-
ation is most readily explained by assuming that
different processes (and brain areas) underlie
face and object recognition.

Fusiform face area

If faces are processed differently to other objects,
we would expect to find brain regions speci-
alised for face processing. The fusiform face area
in the lateral fusiform gyrus (see[Figure 3.19)
has (as its name strongly implies!) been identified
as such a brain region (sed Kanwisher & Yovel]
1004, for a review). One reason is that this area is
frequently damaged in patients with acquired pro-

Prosopagnosics have problems recognising
familiar faces. Imagine the distress it would cause
to be unable to recognise your own father.

vegetables). The fusiform face area responded
significantly more strongly to faces than to any
other stimulus category. In a study discussed
earlier,[Tsao et al. (2006)|identified a region
within the monkey equivalent of the fusiform
face area in which 97% of visually responsive
neurons responded much more strongly to
faces than to objects (e.g., fruits, gadgets).

| Yovel and Kanwisher (2004] tried to force

sopagnosia [Barton, Press, Keenan, & O’Connor]
. In addition, there is substantial support
for the importance of the fusiform face area in
face processing from brain-imaging studies: this
area typically responds at least twice as strongly
to faces as to other objects (McKone et al., 2007).
Downing, Chan, Peelen, Dodds, and Kanwishel
h presented participants with faces, scenes,

and 18 object categories (e.g., tools, fruits,

participants to process houses in the same way
as faces. Houses and faces were constructed
so they varied in their parts (windows and doors
versus eyes and mouth) or in the spacing of
those parts. The stimuli were carefully adjusted
so that performance on deciding whether
successive stimuli were the same or different
was equated for faces and houses. Nevertheless,
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The right fusiform face area for ten participants based on greater activation to faces than to

non-face objects. From| Kanwisher McDermott, and Chun (1997) with permission from Society of Neuroscience.

responding in the fusiform face area was three
times stronger to faces than to houses.

In spite of strong evidence that the fusiform
face area is much involved in face processing,
three points need to be made. First, the fusiform
face area is not the only brain area involved in
face processing. Other face-selective areas are
the occipital face area and the superior tem-
poral sulcus{Rossion, Caldara, Seghier, Schuller]

azayras, and Mayer (2003 considered a proso-
pagnosic patient, PS. Her right fusiform face
area was intact, but she had damage to the
occipital face area. Rossion et al. suggested that
normal face processing depends on integrated
functioning of the right fusiform face area
and the right occipital face area. The superior
temporal sulcus is sometimes activated during
processing of changeable aspects of faces (e.g.,
expression) (seelHaxby, Hoffman, & Gobbini,|
for a review).

Second, the fusiform face area is more com-

plicated than generally assumed. [Grill-Spector |
in a study discussed earlier found,
using high-resolution fMRI, that the fusiform
face area has a diverse structure. Observers saw
faces and three categories of object (animals,
cars, and abstract sculptures). More high-
resolution voxels (small volume elements in the
brain) in the fusiform face area were selective
to faces than to any of the object categories.
However, the differences were not dramatic.
The average number of voxels selective to faces

was 155 compared to 104 (animals), 63 (cars),
and 63 (sculptures). As Grill-Spector et al.
(p. 1183) concluded, “The results challenge the
prevailing hypothesis that the FFA (fusiform
face area) is a uniform brain area in which all
neurons are face-selective.”

Third, there has been a major theoretical con-

troversy concerning the finding that the fusiform
face area is face-selective.| Gauthier and Tarr |
assumed we have much more expertise
in recognising faces than individual members
of other categories. They argued that the brain
mechanisms claimed to be specific to faces are
also involved in recognising the members of any
object category for which we possess expertise.
This issue is discussed at length below.

Are faces special?

According to| Gauthier and Tarr (2002), many
findings pointing to major differences between
face and object processing should not be taken
at face value (sorry!). According to them (as
mentioned above), it is of crucial importance
that most people have far more expertise in

KEY TERM

voxels: these are small, volume-based units in
the brain identified in neuroimaging research;
short for volume elements.
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recognising individual faces than the individual
members of other categories. Most findings
interpreted as being specific to faces may actually
apply to any object category for which the
observer possesses real expertise. Three major
predictions follow from this theoretical approach.
First, holistic or configural processing is not
unique to faces but characterises any categories
for which observers possess expertise. Second,
the fusiform face area should be highly activated
when observers recognise the members of any
category for which they possess expertise.
Third, prosopagnosics have damage to brain
areas specialised for processing of objects for
which they possess expertise. Accordingly, their
ability to recognise non-face objects of expertise
should be impaired.

So far as the first prediction is concerned,
(authier and Tarr (2002)| found supporting
evidence in a study (discussed earlier) in which
participants spent several hours learning to
identify families of artificial objects called
Greebles (sedFigure 3.7). There was a progressive
increase in sensitivity to configural changes in
Greebles as a function of developing expertise.
However, these findings are discrepant with
most other research. McKone et al. (2007)
reviewed studies on the influence of expertise
for non-face objects on the inversion, part—
whole, and composite effects discussed earlier,
all of which are assumed to require holistic or
configural processing. Expertise typically failed
to lead to any of these effects.

So far as the second hypothesis is concerned,
(hauthier, Behrmann, and Tarr (1999) gave parti-
cipants several hours’ practice in recognising
Greebles. The fusiform face area was activated
when participants recognised Greebles, especially
as their expertise with Greebles increased.
Grauthier, Skudlarski, Gore, and Anderson (2000}
assessed activation of the fusiform face area
during recognition tasks involving faces, familiar
objects, birds, and cars. Some participants were
experts on birds, and the others were experts
on cars. Expertise influenced activation of the
fusiform face area: there was more activation
to cars when recognised by car experts than
by bird experts, and to birds when recognised

by bird experts than by car experts. While it
appears that expertise directly influenced acti-
vation in the fusiform face area, it is possible
that experts simply paid more attention to
objects relating to their expertise.

McKone et al. (2007) reviewed eight studies
testing the hypothesis that the fusiform face
area is more activated by objects of expertise
than by other objects. Three studies reported
small but significant effects of expertise,
whereas the effects were non-significant in the
others. Five studies considered whether any
expertise effects are greatest in the fusiform
face area. Larger effects were reported outside
the fusiform face area than inside it (McKone
etal., 2007). Finally, there are a few recent studies
(e.g.,| Yue, Tjan, & Biederman 2006)) in which
participants received extensive training to dis-
criminate between exemplars of novel categories
of stimuli. Against the expertise theory, activation
in the fusiform face area was no greater for
trained than for untrained categories.

According to the third hypothesis, pro-
sopagnosics should have impaired ability to
recognise the members of non-face categories
for which they possess expertise. Some findings
are inconsistent with this hypothesis.
and Signoret (1992)|studied a prosopagnosic,
RM, who had expertise for cars. He had very
poor face recognition but recognised consider-
ably more makes, models and years of car than
healthy controls. Another prosopagnosic, W],
acquired a flock of sheep. Two years later, his
ability to recognise individual sheep was as good
as that of healthy controls with comparable
knowledge of sheep.

Evaluation

As assumed by the expertise theory, most people
possess much more expertise about faces than
any other object category. It is also true that we
have more experience of identifying individual
faces than individual members of most other cate-
gories. However, none of the specific hypotheses
of the expertise theory has been supported. Of
crucial importance is recognition of objects
belonging to categories for which the individual
possesses expertise. According to the expertise
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theory, such objects should show the same effects
associated with faces (i.e., configural processing;
activation of the fusiform face area; impaired
recognition in prosopagnosics). None of these
effects has been obtained reliably. Instead, non-
face objects of expertise typically show the same
effects as objects for which individuals have
no expertise. Thus, faces have special and unique
characteristics not shared by other objects.

Models of face recognition
We now turn to models of face recognition,
most of which have emphasised the sheer vari-
ety of information we extract from faces. The
model considered in most detail is that of Brucé
4nd Young (1986)] Why is that? It has been
easily the most influential theoretical approach
to face recognition. Indeed, most subsequent
models incorporate many ideas taken from the
Bruce and Young model.

The model consists of eight components

(seef Figure 3.20):

(1) Structural encoding: this produces various
representations or descriptions of faces.

(2) Expression analysis: other people’s emo-
tional states are inferred from their facial
expression.

(3) Facial speech analysis: speech perception
is assisted by observing a speaker’s lip
movements (lip-reading — se).

(4) Directed visual processing: specific facial
information is processed selectively.

(5) Face recognition nodes: these contain
structural information about known faces.

(6)  Person identity nodes: these provide infor-
mation about individuals (e.g., occupation,
interests).

(7)  Name generation: a person’s name is stored
separately.

(8) Cognitive system: this contains additional
information (e.g., most actors and actresses
have attractive faces); it influences which
other components receive attention.

What predictions follow from the model?
First, there should be major differences in the

processing of familiar and unfamiliar faces.
Recognising familiar faces depends mainly
on structural encoding, face recognition units,
person identity nodes, and name generation.
In contrast, the processing of unfamiliar faces
involves structural encoding, expression analysis,
facial speech analysis, and directed visual
processing.

Second, consider the processing of facial
identity (who is the person?) and the processing
of facial expression (e.g., what is he/she feeling?).
According to the model, separate processing
routes are involved in the two cases, with the
key component for processing facial expression
being the expression analysis component.

Third, when we look at a familiar face,
familiarity information from the face recognition
unit should be accessed first, followed by infor-
mation about that person (e.g., occupation)

@
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The model of face recognition put
forward by| Bruce and Young (1986).
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from the person identity node, followed by
that person’s name from the name generation
component. Thus, familiarity decisions about
a face should be made faster than decisions
based on person identity nodes, and the latter
decisions should be made faster than decisions
concerning the individual’s name.

If you found it a struggle to come to grips
with the complexities of the[Bruce and Youni|
F model, helﬁ is at hand.[|Duchaine and |

akayama (2006)| have provided a modified
version of that model including an additional
face-detection stage (see. At this
initial stage, observers decide whether the stimulus

they are looking at is a face.|Duchaine (2006)}
in a study discussed earlier, found that a prosopag-
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Fi%ure 3.21] Simplified version of the[Bruce and Young

1986) model of face recognition. Face detection is
followed by processing of the face’s structure, which
is then matched to a memory representation (face
memory). The perceptual representation of the face

can also be used for recognition of facial expression
and gender discrimination. Reprinted from
|and Nakayama (2006), Copyright © 2006, with

permission from Elsevier.

Face
memory

nosic called Edward detected faces as rapidly
as healthy controls in spite of his generally very
poor face recognition.

Evidence
It is self-evident that the processing of familiar
faces differs from that of unfamiliar ones, because
we only have access to relevant stored knowledge
(e.g., name, occupation) with familiar faces.
If the two types of face are processed very
differently, we might find a double dissociation
in which some patients have good recognition
for familiar faces but poor recognition for
unfamiliar faces, whereas other patients show
the opposite pattern| Malone, Morris, Kay, and
[Levin (1982) obtained this double dissociation.
One patient recognised the photographs of 82%
of famous statesmen but was extremely poor
at matching unfamiliar faces. A second patient
performed normally at matching unfamiliar
faces but recognised the photographs of only 23%
of famous people. However Youn%J Newcombe]
e Haan, Small, and Hay (1993)| reported less
clear findings with 34 brain-damaged men. There
was only weak evidence for selective impairment
of either familiar or unfamiliar face recognition.
Much research supports the assumption that
separate routes are involved in the processing
of facial identity and facial expression.
reported a double dissociation in
which some patients showed good performance
on face recognition but poor performance on
identifying facial expression, whereas others
showed the opposite pattern.[Humphreys, Avidan]
4nd Behrmann (2007) reported very clear find-
ings in three participants with developmental
prosopagnosia. All three had poor ability to
recognise faces, but their ability to recognise facial
expressions (even the most subtle ones) was
comparable to that of healthy individuals.
Many patients with intact face recognition
but facial expression impairments have other
emotional impairments (e.g., poor memory
for emotional experience; impaired subjective
emotional experience {Calder & Young, 2004).
As Calder and Young (p. 647) pointed out, “It
seems likely that at least some facial expression
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impairments reflect damage to emotion systems
rather than to face-specific mechanisms.”

It has often been argued that different brain
regions are involved in the processing of facial
expressions and facial identity.
argued that the processing of change-
able aspects of faces (especially expressions)
occurs mainly in the superior temporal sulcus.
Other areas associated with emotion (e.g., the
amygdala) are also involved in the processing of
facial expression. The evidence provides modest
support for this theory[Winston, Vuilleumier, |

the facial expressions differ in the two face

halves. The predicted findings were obtained
(seel Figure 3.22).

According to the|Bruce and Young (1986)
model, when we look at a familiar face we first
access familiarity information, followed by
personal information (e.g., the person’s occu-
pation), followed by the person’s name. As
predicted,| Young, McWeeny, Hay, and Ellis]
[1986] found the decision as to whether a face
was familiar was made faster than the decision
as to whether it was a politician’s face[Kampf]

and Dolan (2003)| found that repeating facial
identity across face pairs affected activation within
the fusiform face area, whereas repeating facial
expression affected an area within the superior
temporal sulcus not influenced by repeated facial
identity. In general, however, the evidence much
more consistently implicates the fusiform face
area in processing of facial identity than the
superior temporal sulcus in processing of facial
expression [Calder & Young, 2009).

[Calder, Young, Keane, and Dean (2000)]
constructed three types of composite stimuli
based on the top and bottom halves of faces of
two different people:

(1) The same person posing two different
facial expressions.

(2) Two different people posing the same
facial expression.

(3) Two different people posing different
facial expressions.

The participants’ task was to decide rapidly the
facial identity or the facial expression of the
person shown in the bottom half of the com-
posite picture.

What would we predict if different processes
are involved in recognition of facial identity
and facial expression? Consider the task of
deciding on the facial expression of the face
shown in the bottom half. Performance should
be slower when the facial expression is differ-
ent in the top half, but there should be 7no
additional cost when the two halves also differ
in facial identity. In similar fashion, facial
identity decisions should not be slower when

Nachson, and Babkoff (2002)| found as pre-
dicted that participants categorised familiar
faces with respect to occupation faster than
they could name the same faces.

The Bruce and Young model assumes that
the name generation component can be accessed
only via the appropriate person identity node.
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Participants’ reaction times to identify
the expression displayed (expression decision) or
identity (identity decision) in the bottom segment of
three types of composite images (different expression—
same identity; same expression—different identity; and
different expression—different identity). From

. Copyright © 2000 American Psychological

Association. Reproduced with permission.
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Thus, we should never be able to put a name
to a face without also having available other
information about that person (e.g., his/her
occupation)| Young, Hay, and Ellis (1985) asked
people to keep a diary record of problems they
experienced in face recognition. There were 1008
incidents in total, but people never reported
putting a name to a face while knowing nothing
else about that person. If the appropriate
face recognition unit is activated but the person
identity node is not, there should be a feeling
of familiarity but an inability to think of any
relevant information about that person. In the
incidents collected by Young et al., this was
reported on 233 occasions.

Most published studies comparing speed
of recall of personal information and names
have focused exclusively on famous faces. As
Brédart, Brennen, Delchambre, McNeill, and
Burton ;2005“ pointed out, we name famous
faces less often than our personal friends and
acquaintances. If the frequency with which we
use people’s names influences the speed with
which we can recall them, findings with faces
with which we are personally familiar might
differ from those obtained with famous faces.
Brédart et al. presented members of a Cognitive
Science Department with the faces of close
colleagues and asked them to name the face
or to indicate the highest degree the person had
obtained. Naming times were faster than the
times taken to provide the person information
about educational level (832 ms versus 1033 ms,
respectively), which is the opposite to the pre-
dictions of the model. The probable reason why
these findings differed from those of previous
researchers is because of the high frequency of
exposure to the names of close colleagues.

Evaluation

Bruce and Young’s (1986] model has deservedly
been highly influential. It identifies the wide
range of information that can be extracted
from faces. The assumption that separate pro-
cessing routes are involved in the processing
of facial identity and facial expression has
received empirical support. Key differences in

the processing of familiar and unfamiliar faces
are identified. Finally, as predicted by the model,
the processing of familiar faces typically leads
first to accessing of familiarity information,
followed by personal information, and then
finally name information.

The model possesses various limitations,
mostly due to the fact it is oversimplified. First,
the model omits the first stage of process-
ing, during which observers detect that they
are looking at a face [Duchaine & Nakayama,|
{004).

Second, the assumption that facial identity
and facial expression involve separate pro-
cessing routes may be too extreme
. The great majority of proso-
pagnosics have severe problems with processing
facial expression as well as facial identity, and
the two processing routes are probably only
partially separate.

Third, patients with impaired processing
of facial expression sometimes have much
greater problems with one emotional category
(e.g., fear, disgust) than others. This suggests
there may not be a single system for facial
expressions, and that the processing of facial
expressions involves emotional systems to a
greater extent than assumed by the model.

Fourth, the assumption that the processing
of names always occurs after the processing
of other personal information about faces is
too rigid [Brédart et al., 2003). What is needed
is a more flexible approach, one that has been
provided by various models (e.g.,|Burton, Bruce)
&4 Hancock, 1999).

VISUAL IMAGERY]

In this chapter (and[Chapter 2], we have
focused on the main processes involved in
visual perception. We turn now to visual imagery,
which “occurs when a visual short-term
memory (STM) representation is present but
the stimulus is not actually being viewed; visual
imagery is accompanied by the experience

f ‘seeing with the mind’s eye’”

o
Thompson, 2003, p- 723). It is often assumed
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that imagery and perception are very similar,
which is probably consistent with your personal
experience of imagery.

If visual imagery and perception are very
similar, why don’t we confuse images and
perceptions? In fact, a few people show such
confusions, suffering from hallucinations in
which what is regarded as visual perception
occurs in the absence of the appropriate
environmental stimulus. Hallucinations are
common in individuals with Charles Bonnet
syndrome, a condition associated with eye
disease in which detailed visual hallucinations
not under the patient’s control are experienced.
One sufferer reported the following hallucina-
tion: “There’s heads of 17th century men and
women, with nice heads of hair. Wigs, I should
think. Very disapproving, all of them. They
never smile” [Santhouse, Howard, & ffytche, |
1000). ffytche found using fMRI that patients
with Charles Bonnet syndrome had increased
activity in brain areas specialised for visual
processing when hallucinating. In addition,
hallucinations in colour were associated with
increased activity in brain areas specialised for
colour processing, hallucinations of faces were
related to increased activity in regions specialised
for face processing, and so on.

Very few people experience hallucinations.
Indeed, anyone (other than those with eye dis-
ease) suffering from numerous hallucinations
is unlikely to remain at liberty for long! Why
don’t most of us confuse images with percep-
tions? One reason is that we are often aware
that we have deliberately constructed images,
which is not the case with perception. Another
reason is that images typically contain much
less detail than perception, as was reported by

[arvey (1986) Participants rated their visual
images of faces as most similar to photographs
of the same faces from which the sharpness of
the edges and borders had been removed.

Perceptual anticipation theory

Kosslyn (e.g., 1994)2003) proposed an extremely
influential approach to mental imagery. It is
known as perceptual anticipation theory because

the mechanisms used to generate images involve
processes used to anticipate perceiving stimuli.
Thus, the theory assumes there are close
similarities between visual imagery and visual
perception. Visual images are depictive repre-
sentations — they are like pictures or drawings in
that the objects and parts of objects contained
in them are arranged in space. More specifically,
information within an image is organised
spatially in the same way as information within
a percept. Thus, for example, a visual image
of a desk with a computer on top of it and a
cat sleeping beneath it would be arranged so
that the computer was at the top of the image
and the cat at the bottom.

Where in the brain are these depictive
representations formed? Kosslyn argues that
such representations must be formed in a topo-
graphically organised brain area, meaning that
the spatial organisation of brain activity resembles
that of the imagined object. According to[Kosslyr]
and Thompson (2003], depictive representations
are created in early visual cortex, which consists
of primary visual cortex (also known as BA17
or V1) and secondary visual cortex (also known
as BA18 or V2) (seq Figure 3.23). They used
the term visual buffer to refer to the brain areas
in which the depictive representations are formed,
among which Areas 17 and 18 are of special
importance. This visual buffer is used in visual
perception as well as visual imagery; indeed,
Areas 17 and 18 are of great importance in the
early stages of visual processing. In perception,
processing in the visual buffer depends primarily

KEY TERMS

Charles Bonnet syndrome: a condition
associated with eye disease involving recurrent
and detailed hallucinations.

depictive representations: representations
(e.g., visual images) resembling pictures in that
objects within them are organised spatially.
visual buffer: within Kosslyn’s theory, the
mechanism involved in producing depictive
representations in visual imagery and visual
perception.
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Posterior parietal cortex

Areas 17 and 18
of the visual

Inferior temporal lobe cortex

The approximate locations of the visual
buffer in BA17 and BAI8 of long-term memories of
shapes in the inferior temporal lobe, and of spatial
representations in posterior parietal cortex,

according to[ Kosslyn and Thompson’s (2003)

anticipation theory.

on external stimulation. In contrast, visual
images in the visual buffer depend on non-
pictorial, propositional information stored in
long-term memory. Visual long-term memories
of shapes are stored in the inferior temporal
lobe, whereas spatial representations are stored
in posterior parietal cortex (see.

We can compare Kosslyn’s perceptual antici-
pation theory against the propositional theory
of| Pylyshyn (e.g., 2002]20034). According to
Pylyshyn, performance on mental imagery tasks
does not involve depictive or pictorial represent-
ations. Instead, what is involved is tacit know-
ledge (knowledge not generally accessible to
conscious awareness). More specifically, tacit
knowledge is “knowledge of what things would
look like to subjects in situations like the
ones in which they are to imagine themselves”
[Pylyshyn, 2002] p. 161). Thus, participants
given an imagery task base their performance
on relevant stored knowledge rather than on
visual images.

The exact nature of the tacit knowledge
allegedly involved in visual imagery seems
puzzling, because Pylyshyn has not provided
a very explicit account. However, there is no
reason within his theory to assume that early
visual cortex would be involved when someone
forms a visual image.

Imagery resembles perception

If visual perception and visual imagery depend
on the same visual buffer, we would expect
perception and imagery to influence each other.
More specifically, there should be facilitative
effects if the content of the perception and the
image is the same but interference effects if
the content is different. As we will see, both
predictions have been supported.

So far as facilitation is concerned, we will

consider a study by|Pearson, Clifford, and Tong
[2008]. Observers initially perceived or imagined
a green vertical grating or a red horizontal
grating. After that, they saw a visual display
in which a green grating was presented to
one eye and a red grating to the other eye at
various orientations. When two different stim-
uli are presented one to each eye there is bin-
ocular rivalry (see[Glossary)), with only one of
the stimuli being consciously perceived. There was
a facilitation effect, in that under binocular
rivalry conditions the stimulus originally perceived
or imagined was more likely to be perceived.
This facilitation effect was greatest when the
orientation of the grating under binocular rivalry
conditions was the same as the initial orientation
and least when there was a large difference in
orientation (sees [Figure 3.24). Note that the
pattern of findings was remarkably similar
regardless of whether the repeated grating
was initially perceived or imagined. The overall
findings suggest that visual imagery involves
similar processes to visual perception. They
also suggest that visual images contain detailed
orientation-specific information as predicted
by perceptual anticipation theory.
Baddeley and Andrade (2000) obtained an
interference effect. Participants rated the vivid-
ness of visual or auditory images under control
conditions (no additional task) or while per-
forming a second task. This second task involved
the visuo-spatial sketchpad (tapping a pattern
on a keypad) or it involved the phonological
loop (counting aloud repeatedly from 1 to 10)
(sed Chapter é for accounts of the visuo-spatial
sketchpad and phonological loop).

According to Kosslyn’s theory, visual imagery
and spatial tapping tasks both involve use of
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the visual buffer, and so there should be an
interference effect. This is precisely what was
found (see|Figure 3.25)), since spatial tapping

reduced the vividness of visual imagery more

than the vividness of auditory imagery. The
counting task reduced the vividness of auditory
imagery more than that of visual imagery, pre-
sumably because auditory perception and audi-
tory imagery use the same mechanisms.

According to|Kosslyn (1994,{200)), much
processing associated with visual imagery occurs
in early visual cortex (BA17 and BA18), although
several other brain areas are also involved.
Kosslyn and Thompson (2003} considered 59
brain-imaging studies in which activation of
early visual cortex had been assessed. Tasks
involving visual imagery were associated with
activation of early visual cortex in about half
the studies reviewed. Kosslyn and Thompson
identified three factors jointly determining the
probability of finding that early visual cortex
is activated during visual imagery:

(1) The nature of the task: Imagery tasks
requiring participants to inspect fine details
of their visual images are much more likely
to be associated with activity in early visual
cortex than are other imagery tasks.

(2)  Sensitivity of brain-imaging technique:
Early visual cortex is more likely to be
involved in visual imagery when more
sensitive brain-imaging techniques (e.g.,

Mean vividness rating
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(2000}
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fMRI) are used than when less sensitive
ones (e.g., PET) are used.

(3)  Shape-based vs. spatial/movement tasks:
Early visual cortex is more likely to be
involved when the imagery task requires
processing of an object’s shape than when
the emphasis is on imaging an object in
motion. Motion or spatial processing
often involves posterior parietal cortex
(e.g.,|Aleman et al., 2002).

The finding that activation in early visual cortex
is associated with visual imagery provides no
guarantee that it is essential for visual imagery.
More convincing evidence was reported by
Kosslyn et al. (1999]. Participants memorised
a stimulus containing four sets of stripes, after
which they formed a visual image of it and
compared the stripes (e.g., in terms of their
relative width). Immediately before performing
the task, some participants received repetitive
transcranial magnetic stimulation (rTMS; see
(flossary]) applied to Area 17 (V1). rTMS signi-
ficantly impaired performance on the imagery
task, thus showing it is causally involved in
imagery.

Sceptics might argue that showing that the
brain areas involved in visual imagery are often
the same as those involved in visual perception
does not prove that imagery and perception

across most of the brain in visual perception and
imagery. Participants visualised or saw faint draw-
ings of objects and then made judgements about
them (e.g., contains circular parts). There were
two main findings. First, there was extensive
overlap in the brain areas associated with percep-
tion and imagery. This was especially so in the
frontal and parietal areas, perhaps because
perception and imagery both involve similar
cognitive control processes. Second, the brain
areas activated during imagery formed a subset
of those activated during perception, especially
in temporal and occipital regions. This suggests
that visual imagery involves some (but not all)
of the processes involved in visual perception.

Imagery does not resemble
perception

In spite of the findings discussed above, there
is evidence suggesting important differences
between visual imagery and visual perception.
For example, imagine a cube balanced on one
corner and then cut across the equator. What
is the shape of the cut surface when the top is cut
off? Most students say it is a square (Ian Gordon,
personal communication), but in fact it is a
regular hexagon. The implication is that images
often consist of simplified structural descrip-
tions that omit important aspects of the object
being imagined.

involve the same processes. The findings of{ Klein|

[Slezak (1991[199]) also found that images

provide reassurance. Participants
were presented with flickering black-and-white,
bow-tie shaped stimuli with a horizontal or a
vertical orientation in the perceptual condition.
In the imagery condition, they imagined the same
bow-tie shaped stimuli. Unsurprisingly, there was
more activation within early visual cortex in the
vertical direction when the stimulus was in the
vertical orientation and more in the horizontal
direction when it was in the horizontal orienta-
tion. Dramatically, the same was also the case in
the imagery condition, thus providing powerful
evidence that the processes involved in visual
imagery closely approximate to those involved
in visual perception (seelFigure 3.26).
|Ganis, Thompson, and Kosslyn (2004) |

used fMRI to compare patterns of activation

can be seriously deficient when compared against
visual percepts. Participants memorised an image
resembling one of those shown in.
They then rotated the image by 90 degrees
clockwise and reported what they saw. No
participants reported seeing the objects that are
clearly visible if you rotate the book. This was
not really a deficiency in memory — participants
who sketched the image from memory and then
rotated it did see the new object. It seems that
information contained in images cannot be used
as flexibly as visual information.

If perception and imagery involve the same
mechanisms, we might expect that brain damage
would often have similar effects on perception
and on imagery. This expectation has only some-
times been supported (see|Bartolomeo, 2002).
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In considering this evidence, bear in mind the
main differences between perception and im-
agery. Processing in the visual buffer depends
mainly on external stimulation in perception,
whereas non-pictorial information stored in
long-term memory within the inferior temporal
lobe is of crucial importance in imagery (see
[Eigure 3.29).

Some brain-damaged patients have essen-
tially intact visual perception but impaired

visual imagery. According to{Bartolomeo (2002,
p. 362), “In the available cases of (relatively)
isolated deficits of visual mental imagery, the
left temporal lobe seems always extensively
damaged.” For example,|Sirigu and Duhamel |
studied a patient, JB, who had extensive
damage to both temporal lobes. JB initially
had severe problems with visual perception,
but these problems disappeared subsequently.
However, JB continued to have a profound
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|Figure 3.27|Slezak (199 I" 1999) asked participants

to memorise one of the above images. They then
imagined rotating the image 90° clockwise and

reported what they saw. None of them reported
seeing the figures that can be seen clearly if you

rotate the page by 90° clockwise. Left image from
Slezak (1995), centre image from|Slezak (1991), right
image reprinted from| Pylyshyn (2003a), reprinted

with permission from Elsevier and the author.

impairment of visual imagery.[Kosslyn Je.g.,
1994) argued that visual imagery differs from
visual perception in that there is a process of
generation — visual images are constructed
from object information stored in the temporal
lobe. The notion that object information is
stored in the temporal lobe was supported by
[Lee, Hong, Seo, Tae, and Hong (2000)l They
applied electrical cortical stimulation to epileptic
patients, and found that they only had con-
scious visual experience of complex visual forms
(e.g., animals, people) when the temporal lobe
was stimulated. In sum, the co-existence of intact
visual perception but impaired visual imagery
may occur because stored object knowledge is
more important in visual imagery.

The opposite pattern of intact visual imag-
ery but impaired visual perception has also
been reported (see| Bartolomeo, 2002)). Some

people suffer from Anton’s syndrome (“blind-
ness denial”), in which a blind person is unaware
that he/she is blind and may confuse imagery
for actual perception] Goldenburg, Miillbacher]
dnd Nowak (1995)]described the case of a
patient with Anton’s syndrome, nearly all of
whose primary visual cortex had been destroyed.
In spite of that, the patient generated visual
images so vivid they were mistaken for real
visual perception.

[Bartolomeo et al. (1998] studied a patient,
D, with brain damage to parts of early visual
cortex (BA18) and to temporal cortex. She had
severe perceptual impairment for object rec-
ognition, colour identification, and face rec-
ognition. However, “Madame D performed the
imagery tasks...in such a rapid and easy way
as to suggest that her imagery resources were
relatively spared by the lesions.”

How can we account for intact visual
imagery combined with impaired visual per-
ception? There is no clear answer. Perhaps such
patients actually have impairments of visual
imagery which would become apparent if they
were given imagery tasks requiring focusing
on high-resolution details. If so, that would
preserve Kosslyn’s theory. Alternatively, it may
simply be that early visual cortex is more
important for visual perception than for visual
imagery.

Evaluation
Considerable progress has been made in
understanding the relationship between visual

External
visual mep
stimulus

figure 3.2§ Structures and
processes involved in visual
perception and visual

imagery. Based on
Bartolomeo (2002).
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Anton’s syndrome: a condition found in some blind people in which they misinterpret their own visual

imagery as visual perception.
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imagery and visual perception. The central
assumption of Kosslyn’s perceptual anticipa-
tion theory, namely, that very similar processes
are involved in imagery and perception, has
attracted considerable support. The predictions
that perceptual and imagery tasks will have
facilitatory effects on each other if the con-
tent is the same, but will interfere with each
other otherwise, have been supported. Of most
importance, visual imagery involving attention
to high-resolution details consistently involves
early visual cortex, a finding much more in line
with Kosslyn’s theory than Pylyshyn’s.

On the negative side, the evidence from brain-
damaged patients is harder to evaluate. In par-
ticular, the existence of patients with intact visual
imagery but severely impaired visual perception
is puzzling from the perspective of Kosslyn’s
theory. More generally, we need an increased
understanding of why dissociations occur between
perception and imagery. Finally, we know that
different brain areas are involved in imagery
for object shapes and imagery for movement
and spatial relationships. However, these forms
of imagery are presumably often used together,
and we do not know how that happens.

CHAPTER SUMMARY

® Perceptual organisation

The Gestaltists put forward several laws of perceptual organisation that were claimed to
assist in figure-ground segregation. There is much evidence supporting these laws, but
they generally work better with artificial stimuli than with natural scenes. The Gestaltists
provided descriptions rather than explanations, and they incorrectly argued that the
principles of visual organisation do not depend on experience and learning. Subsequent
research has indicated that top-down processes are important in perceptual organisation,
and there is evidence that the processes involved in object recognition are similar to those
involved in figure—ground segregation. In addition, the principle of uniform connectedness
seems to be important in perceptual grouping.

e Theories of object recognition

Biederman assumed that objects consist of basic shapes known as geons. An object’s geons
are determined by edge-extraction processes focusing on invariant properties of edges,
and the resultant geonal description is viewpoint-invariant. However, edge information
is often insufficient to permit object identification. Biederman’s theory was designed to
account for easy categorical discriminations, and the viewpoint-invariant processes empha-
sised by him are generally replaced by viewpoint-dependent processes for hard within-
category discriminations. The processes involved in object recognition are more varied
and flexible than assumed by Biederman, and it is likely that viewpoint-invariant and
viewpoint-dependent information is combined in object recognition.

e Cognitive neuroscience approach to object recognition

Inferotemporal cortex plays a major role in object recognition. Some inferotemporal
neurons have high invariance (consistent with viewpoint-invariant theories of object recogni-
tion), whereas others have low invariance (consistent with viewpoint-dependent theories).
Regions of inferotemporal cortex seem to exhibit some specialisation for different categories
of object. Most research has focused on the ventral stream and on bottom-up processes.
However, the dorsal stream contributes to object recognition, and top-down processes
often have an important influence on object recognition.
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e Cognitive neuropsychology of object recognition

Visual agnosia can be divided into apperceptive agnosia and associative agnosia, but this
is an oversimplification. Much of the evidence is consistent with a hierarchical model in
which object recognition proceeds through several stages, with different agnosic patients
having special problems at different processing stages. This hierarchical model is based
on the assumption that processing stages occur in a serial, bottom-up fashion. However,
it is likely that there are some top-down influences during object recognition, and that
processing often does not proceed neatly from one stage to the next.

e Face recognition

Face recognition involves more holistic processing than object recognition, as is shown
by the inversion, part-whole, and composite effects. Prosopagnosic patients often show
covert face recognition in spite of not recognising familiar faces overtly. There is a double
dissociation in which some individuals have severe problems with face recognition but
not with object recognition, and others have the opposite pattern. The fusiform face area
(typically damaged in prosopagnosics) plays a major role in face recognition but is not
used exclusively for that purpose. The hypothesis that faces only appear special because
we have much expertise with them has not received much support. According to Bruce
and Young’s model, there are major differences in the processing of familiar and unfamiliar
faces, and processing of facial identity is separate from processing of facial expression.
There is broad support for the model, but it is clearly oversimplified.

* Visual imagery

According to Kosslyn’s perceptual anticipation theory, there are close similarities between
visual imagery and visual perception, with images being depictive representations. It is
assumed that these depictive representations are created in early visual cortex. In contrast,
Pylyshyn proposed a propositional theory, according to which people asked to form images
make use of tacit propositional knowledge. There is strong evidence from fMRI and rTMS
studies that early visual cortex is of central importance in visual imagery. Many brain-
damaged patients have comparable impairments of perception and imagery. However, the
existence of dissociations between perception and imagery in such patients poses problems
for Kosslyn’s theory.

FURTHER READING

e Blake, R., & Sekuler, R. (2005). Perception (Sth ed.). New York: McGraw-Hill. Chapter 6
of this American textbook provides good coverage of topics relating to object recognition.

e Ganis, G., Thompson, W.L., & Kosslyn, S.M. (2009). Visual mental imagery: More than
“seeing with the mind’s eye”. In J.R. Brockmole (ed.), The visual world in memory. Hove,
UK: Psychology Press. This chapter provides an up-to date perspective on visual imagery.

e Goldstein, E.B. (2007). Sensation and perception (7th ed.). Belmont, CA: Thomson. This
textbook contains various chapters covering topics discussed in this chapter.

e  Humphreys, G.W., & Riddoch, M.]. (2006). Features, objects, action: The cognitive neuro-
psychology of visual object processing, 1984-2004. Cognitive Neuropsychology, 23,
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special processing for faces? Trends in Cognitive Sciences, 11, 8—15. Three experts in face
recognition present an excellent and succinct account of our current knowledge.
Morgan, M. (2003). The space between our ears: How the brain represents visual space.
London: Weidenfeld & Nicolson. Much of this entertaining book is devoted to the topics
discussed in this chapter.
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CHAPTER

PERCEPTION,

[INTRODUCTION

Several issues considered in this chapter hark
back to earlier discussions in The
first major theme addressed in this chapter is
perception for action, or how we manage
to act appropriately on the environment and
the objects within it. Of relevance here are
theories (e.g., the perception—action theory; the
dual-process approach) distinguishing between
processes and systems involved in vision-for-
perception and those involved in vision-for-action.
Those theories are discussed in[ Chapter J. Here
we will consider theories providing more detailed
accounts of vision-for-action and/or the work-
ings of the dorsal pathway allegedly underlying
vision-for-action.

The second theme addressed is perception
of movement. Again, this issue was considered
to some extent in[ Chapter J, to which refer-
ence should be made. In this chapter, we
focus specifically on perception of biological
movement.

Finally, we consider the extent to which
visual perception depends on attention. We
will see there is convincing evidence that
attention plays an important role in deter-
mining which aspects of the environment are
consciously perceived. This issue is discussed
at the end of the chapter because it provides
a useful bridge between the areas of visual
perception and attention (the subject of the
next chapter).

MOTION,
AND ACTION

|DIRECT PERCEPTION

“Jamed Gibson (1950[1964[1979) put forward
a radical theoretical approach to visual percep-
tion that was largely ignored for many years.
It was generally assumed until about 25 years
ago that the central function of visual perception
is to allow us to identify or recognise objects
in the world around us. This involves extensive
cognitive processing, including relating infor-
mation extracted from the visual environment
to our stored knowledge about objects (see

[Chapter 3)). Gibson argued that this approach
is of limited relevance to visual perception in
the real world. In our evolutionary history,
vision initially developed to allow our ancestors
to respond appropriately to the environment
(e.g., killing animals for food; avoiding falling
over precipices). Even today, perceptual infor-
mation is used mainly in the organisation of
action, and so perception and action are closely
intertwined. Ag Wade and Swanston (2001}, p. 4)
pointed out, Gibson “incorporated the time
dimension into perception, so that all perception
becomes motion perception.”

Gibson argued that perception influences
our actions without any need for complex
cognitive processes to occur. The reason is because
the information available from environmental
stimuli is much greater than had previously
been assumed. There are clear links between
Gibson’s views on the nature of perception
and the vision-for-action system proposed by
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Milner and Goodale (19994]199§; sed Chapter]

). According to both theoretical accounts, there
is an intimate relationship between perception
and action. In addition, perception influences
action rapidly and with minimal involvement of
conscious awareness. Support for this position
was reported byl Chua and Enns (2005). Their
participants could not gain conscious access to
the information they used in pointing, even though
they could see and feel their own hands.

[Gibson (1979)|regarded his theoretical
approach as ecological, emphasising that the
central function of perception is to facilitate
interactions between the individual and his/her
environment. More specifically, he put forward
a direct theory of perception:

When 1 assert that perception of the
environment is dirvect, I mean that it is
not mediated by retinal pictures, neural
pictures, or mental pictures. Direct
perception is the activity of getting
information from the ambient array of
light. I call this a process of information
pickup that involves...looking around,
getting around, and looking at things

(p. 147).

We will briefly consider some of Gibson’s theor-
etical assumptions:

e The pattern of light reaching the eye is an
optic array; this structured light contains
all the visual information from the environ-
ment striking the eye.

e The optic array provides unambiguous or
invariant information about the layout of
objects in spaces. This information comes
in many forms, including texture gradients,
optic flow patterns, and affordances (all
described below).

e Perception involves “picking up” the rich
information provided by the optic array
directly via resonance with little or no
information processing.

Gibson was given the task in the Second
World War of preparing training films describing

the problems experienced by pilots taking off
and landing. This led him to wonder what
information pilots have available to them while
performing these manoeuvres. There is optic
flow ), which consists of the
changes in the pattern of light reaching an
observer that are created when he/she moves
or parts of the visual environment move. The
typical perceptual experience produced by
optic flow can be illustrated by considering a
pilot approaching a landing strip. The point
towards which the pilot is moving (the focus
of expansion or pole) appears motionless, with
the rest of the visual environment apparently
moving away from that point (see.
The further away any part of the landing strip
is from that point, the greater is its apparent
speed of movement. Over time, aspects of the
environment at some distance from the focus
of expansion pass out of the visual field and
are replaced by new aspects emerging at the
focus of expansion. A shift in the centre of
the outflow indicates a change in the plane’s
direction.

Evidence that optic flow is important was

reported by|Bruggeman, Zosh, and Warren

[(2007)l Participants walked through a virtual
environment to reach a goal with their apparent
heading direction displaced 10 degrees to the
right of the actual walking direction. The visual
environment either provided rich optic flow
information or none at all. Participants’ per-
formance was much better when they had access
to optic-flow information. However, the two

KEY TERMS

optic array: the structured pattern of light
falling on the retina.

optic flow: the changes in the pattern of light
reaching an observer when there is movement
of the observer and/or aspects of the
environment.

focus of expansion: this is the point towards
which someone who is in motion is moving; it is
the only part of the visual field that does not
appear to move.
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The optic flow
field as a pilot comes in to
land, with the focus of
expansion in the middle.
From[Gibson (1950}
Copyright © 1950
Wadsworth, a part of
Cengage Learning, Inc.
Reproduced with permission

environments differed in other ways as well. As
pointed out, if you are walking
towards a target in a richly textured environ-
ment, objects initially to the left of the target
will remain to the left, and those to the right
will remain to the right. Participants may have
used that information rather than optic flow.

According to[Gibson (1950)] optic flow
provides pilots with unambiguous information
about their direction, speed, and altitude.
Gibson was so impressed by the wealth of
sensory information available to pilots in optic
flow fields that he devoted himself to an
analysis of the information available in other
visual environments. For example, texture
gradients provide very useful information. As
we saw i objects slanting away
from you have a gradient (rate of change) of
texture density as you look from the near edge
to the far edge.|Gibson (1966}[1979) claimed
that observers “pick up” this information from
the optic array, and so some aspects of depth
are perceived directly.

[Gibson (1966}[1979) argued that certain
higher-order characteristics of the visual array
(invariants) remain unaltered as observers
move around their environment. The fact that
they remain the same over different viewing
angles makes invariants of particular importance.
The lack of apparent movement of the point
towards which we are moving (the focus of

www.cengage.com
ermissiong.

expansion) is an invariant feature of the optic
array (discussed earlier). Another invariant is
useful in terms of maintaining size constancy:
the ratio of an object’s height to the distance
between its base and the horizon is invariant
regardless of its distance from the viewer.
This invariant is known as the horizon ratio
relation.

Affordances

How did Gibson account for the role of meaning
in perception?[Gibson (1979] claimed that all
potential uses of objects (their affordances)
are directly perceivable. For example, a ladder
“affords” ascent or descent, and a chair “affords”
sitting. The notion of affordances was even
applied (implausibly) to postboxes (p. 139):

KEY TERMS

texture gradient: the rate of change of
texture density from the front to the back of

a slanting object.

invariants: properties of the optic array that
remain constant even though other aspects vary;
part of Gibson’s theory.

affordances: the potential uses of an object,
which Gibson claimed are perceived directly.
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“The postbox...affords letter-mailing to a
letter-writing human in a community with a
postal system. This fact is perceived when the
postbox is identified as such.” Most objects
give rise to more than one affordance, with the
particular affordance influencing behaviour
depending on the perceiver’s current psycho-
logical state. Thus, an orange can have the
affordance of edibility to a hungry person but
a projectile to an angry one.

Gibson had little to say about the processes
involved in learning which affordances will
satisfy particular goals. However, a{ Gordon |
(1989} p. 161) pointed out, Gibson assumed
that, “the most important contribution of
learning to perception is to educate attention.”

Most objects give rise to more than one
affordance, depending on the perceiver’s current
psychological state. Would you want to eat this
satsuma right now, or throw it at someone?

More generally, Gibson was determined to
show that all the information needed to make
sense of the visual environment is directly present
in the visual input.

Gibson’s notion of affordances has received
some support from empirical research [Di Stasi|
and Guardini (2007) asked observers to judge
the affordance of “climbability” of steps varying
in height. The step height that was judged the
most “climbable” was the one that would have
produced the minimum expenditure of energy.

Gibson argued that an object’s affordances
are perceived directly{Pappas and Mack (2008)
presented images of objects so briefly that they
were not consciously perceived. In spite of that,
each object’s main affordance produced motor
priming. Thus, for example, the presentation of
a hammer caused activation in those parts of the
brain involved in preparing to use a hammer.

Resonance
How exactly do human perceivers “pick up”
the invariant information supplied by the visual
world? According to Gibson, there is a process
of resonance, which he explained by analogy
to the workings of a radio. When a radio set
is turned on, there may be only a hissing sound.
However, if it is tuned in properly, speech or
music will be clearly audible. In Gibson’s terms,
the radio is now resonating with the information
contained in the electromagnetic radiation.
The above analogy suggests that perceivers
can pick up information from the environment
in a relatively automatic way if attuned to it.
The radio operates in a holistic way, in the
sense that damage to any part of its circuitry
would prevent it from working. In a similar
way, Gibson assumed that the nervous system
works in a holistic way when perceiving.

KEY TERM

resonance: the process of automatic pick-up of
visual information from the environment in
Gibson’s theory.
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Evaluation

The ecological approach to perception has
proved successful in various ways. First, Gibson
was right to emphasise that visual perception
evolved in large part to allow us to move
successfully around the environment.

Second, Gibson was far ahead of his time.
It is now often accepted (e.g.,[Milner & Goodale,|
1993{1998{Norman, 2002)) that there are two
visual systems, a vision-for-perception system
and a vision-for-action system. Gibson argued
that our perceptual system allows us to respond
rapidly and accurately to environmental stimuli
without making use of memory, and these are
all features of the vision-for-action system. This
system was largely ignored prior to his pioneering
research and theorising.

Third, Gibson was correct that visual stimuli
provide much more information than had
previously been believed. Traditional laboratory
research had generally involved static observers
looking at impoverished visual displays. In
contrast, Gibson correctly emphasised that
we spend much of our time in motion. The
moment-by-moment changes in the optic array
provide much useful information (discussed in
detail shortly).

Fourth, Gibson was correct to argue that
inaccurate perception often depends on the use
of very artificial situations and a failure to focus
on the important role of visual perception in
guiding behaviour. For example, many power-
ful illusory effects present when observers make
judgements about visual stimuli disappear
when observers grasp the stimuli in question
(see[Chaper J).

What are the limitations of Gibson’s
approach? First, the processes involved in
perception are much more complicated than
implied by Gibson. Many of these complexities
were discussed in detail in Chapters 2]and [3]

Second, Gibson largely ignored the vision-
for-perception system. We can approach this
issue by considering a quotation from[Fodor]
4nd Pylyshyn (1981 p. 189): “What you see
when you see a thing depends upon what the
thing you see is. But what you see the thing as
depends upon what you know about what you

are seeing.” That sounds like mumbo jumbo.
However, Fodor and Pylyshyn illustrated their
point by considering someone called Smith who
is lost at sea. Smith sees the Pole Star, but what
matters for his survival is whether he sees it as
the Pole Star or as simply an ordinary star. If it
is the former, this will be useful for navigational
purposes; if it is the latter, Smith remains as lost
as ever. Gibson’s approach is relevant to “seeing”
but has little to say about “seeing as”.

Third, Gibson’s argument that we do not
need to assume the existence of internal rep-
resentations (e.g., object memories) to understand
perception is seriously flawed. It follows from
the logic of Gibson’s position that, “There are
invariants specifying a friend’s face, a perform-
ance of Hamlet, or the sinking of the Titanic,
and no knowledge of the friend, of the play,
or of maritime history is required to perceive
these things” [Bruce, Green, & Georgeson|
p. 410).

Fourth, as discussed in the next section,
Gibson’s views are oversimplified when applied
to the central issue with which he was concerned.
For example, when moving towards a goal we
use many more sources of information than
suggested by Gibson.

VISUALLY GUIDED ACTION

From an ecological perspective, it is very impor-
tant to understand how we move around the
environment. For example, what information
do we use when walking towards a given target?
If we are to avoid premature death, we must
ensure we are not hit by cars when crossing the
road, and when driving we must avoid hitting
cars coming the other way. Visual perception
plays a major role in facilitating human locomo-
tion and ensuring our safety. Some of the main
processes involved are discussed below.

Heading and steering: optic flow

and future path
When we want to reach some goal (e.g., a gate
at the end of a field), we use visual information
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to move directly towards it.
emphasised the importance of optic flow. When
someone is moving forwards in a straight line,
the point towards which he/she is moving (the
point of expansion) appears motionless. In
contrast, the point around that point seems to
be expanding. Various aspects of optic flow
might be of crucial importance to an observer’s
perception of heading (the point towards
which he/she is moving at any given moment).
proposed a global radial out-
flow hypothesis, according to which the overall
or global outflow pattern specifies an observer’s
heading. If we happen not to be moving directly
towards our goal, we can resolve the problem
simply by using the focus of expansion and
optic flow to bring our heading into alignment
with our goal.

Gibson’s views make reasonable sense
when applied to an individual moving straight
from point A to point B. However, complica-
tions occur when we start considering what
happens when we cannot move directly to our
goal (e.g., going around a bend in the road;
avoiding obstacles). There are also issues
concerning head and eye movements. The retinal
flow field (changes in the pattern of light on
the retina) is determined by two factors:

(1) Linear flow containing a focus of
expansion.

(2) Rotary flow (rotation in the retinal image)
produced by following a curved path and
by eye and head movements.

Thus, it is often difficult for us to use information
from retinal flow to determine our direction
of heading. One possible way of doing this
would be by using extra-retinal information
about eye and head movements (e.g., signals
from stretch receptors in the eye muscles) to
remove the effects of rotary flow.

Evidence

There have been several attempts to locate
the brain areas most involved in processing
optic-flow and heading information (see Britten,
2008, for a review). Most of the evidence

implicates the dorsal medial superior temporal
cortex and the ventral intraparietal area. For
example,[Britten and van Wezel (1998) found
they could produce biases in heading perception
in monkeys by stimulating parts of the medial
superior temporal area. This finding suggests
that that area plays an important role in
processing direction of heading.[Smith, Wall,|
[Williams, and Singh (2006) |[found that the
human medial superior temporal area was
strongly and selectively responsive to optic
flow (see[Figure 4.2). In contrast, the human
medial temporal area was not selective for
optic flow because it also responded to random
motion.

[Warren and Hannon (1988) produced two
films consisting of patterns of moving dots. Each
film simulated the optic flow that would be
produced if someone moved in a given direction.
In one condition, observers generated retinal
flow by making an eye movement to pursue a
target in the display. In the other condition,
observers fixated a point in the display and
rotary flow was added to the display. The same
retinal flow information was available in both
conditions, but additional extra-retinal infor-
mation to calculate rotary flow was available
only in the first condition. The accuracy of
heading judgments was unaffected by the extra-
retinal information, suggesting that observers
may use optic flow on its own.

Subsequent research has indicated that
extra-retinal information about eye and head
movements often influences heading judge-
ments{ Wilkie and Wann (2003) had observers
watch films simulating brisk walking or steady
cycling/slow driving along a linear path while
fixating a target offset from the direction of

KEY TERM

retinal flow field: the changing patterns of
light on the retina produced by movement of
the observer relative to the environment as well
as by eye and head movements.



4 PERCEPTION, MOTION, AND ACTION

127

Activity in the MT (medial temporal) and MST (medial superior temporal) regions in the left
and right hemispheres elicited by optic flow after subtraction of activity elicited by random motion. Data are

from four participants. From|Smith et al. (2006). Reprinted by permission of Wiley-Blackwell.

movement. Extra-retinal information (e.g., based
on head- and eye-movement signals) consistently
influenced heading judgements.

We often use factors over and above
optic-flow information when making heading
judgements, which is not surprising given the
typical richness of the available environmental
information{Van den Berg and Brenner (1994}
pointed out that we only need one eye to use
optic-flow information. However, they found
that heading judgements were more accurate
when observers used both eyes rather than
only one. Binocular disparity in the two-eye
condition probably provided useful additional
information about the relative depths of objects
in the display.

Gibson assumed that optic-flow patterns
generated by motion are of fundamental
importance when we head towards a goal.
However{Hahn, Andersen, and Saidpour (2003)
found that motion is not essential for accurate
perception of heading. Observers viewed two
photographs of a real-world scene in rapid

succession. When the two photographs were
presented 50 ms apart, apparent motion was
perceived. When they were presented 1000 ms
apart, no apparent motion was perceived. The
camera position moved by 7.5, 15, 22.5, or
30 cm between photographs, and the observers’
task in each case was to identify the direction

of heading.
t al.’s (2003) findings are shown in
Judgements of heading direction
were generally more accurate when the changes
in camera position between photographs were
relatively great. However, the key finding was
that performance was reasonably good even
when apparent motion information was not
available (1000 ms condition). Indeed, the absence
of apparent motion (and thus of optic-flow
information) had no effect on accuracy of heading
judgements when the change in camera position
was 22.5 or 30 cm.

Perhaps the simplest explanation of how
we move towards a particular goal is that we
use information about perceived target location.
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More specifically, we may use the cue of visual
direction (the angle between a target and the
front-back body axis) to try to walk directly
to the target.|Wilkie and Wann (2002) used a
simulated driving task in which participants
steered a smooth curved path to approach a
gate under various lighting conditions designed
to resemble daylight, twilight, and night. This
is a task in which participants rotate their gaze
from the direction in which they are heading
to fixate the target (i.e., the gate). Wilkie and
Wann argued that three sources of information
might be used to produce accurate steering:

(1) Visual direction: the direction of the gate
with respect to the front-back body axis.

(2) Extra-retinal information in the form of
head- and eye-movement signals to take
account of gaze rotation.

(3) Retinal flow.

What did| Wilkie and Wann (2002)| find?
First, all three sources of information were
used in steering. Second, when information
about visual direction was available, it was
generally the dominant source of information.

Third, there was less reliance on retinal flow
information and more on head- and eye-
movement signals when the lighting conditions
were poor.

[Rushton, Harris, Lloyd, and Wann (1998}
carried out a fascinating experiment designed
to put optic-flow information and visual di-
rection in conflict. Observers walked towards
a target about 10 metres away while wearing
prisms displacing the apparent location of
the target and thus providing misleading in-
formation about visual direction. However,
the prisms should have had no effect on optic-
flow information. The observers tried to walk
directly to the target, but the displacing prisms
caused them to walk along a curved path as
predicted if they were using the misleading
information about visual direction available to

KEY TERM

visual direction: the angle between a visual
object or target and the front—back body axis.
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them. The findings are at variance with the
prediction from the optic-flow hypothesis that
the prisms would have no effect on the direction
of walking.

It could be argued that|Rushton et al.’s |

or proceeding along curved paths by examining
where they look. Drivers approaching a bend
tend to look ahead some distance, which is
consistent with the notion that they are making
use of information about the future path (see

findings are inconclusive. The prisms
greatly reduced the observer’s visual field and
thus limited access to optic-flow information.
Harris and Carré (2001) replicated Rushton
et al.’s findings, and did not find that limited
access to optic-flow information influenced
walking direction. However, observers wearing
displacing prisms moved more directly to the
target when required to crawl rather than walk,
indicating that visual direction is not always
the sole cue used.

Evidence: future path

Wilkie and Wann (2006 ) argued that judgements
of heading (the direction in which someone
is moving at a given moment) are of little
relevance if someone is moving along a curved
path. According to them, path judgements
(i.e., identifying future points along one’s path)
are more important. Observers made accurate
heading and path judgements when travelling
along straight paths. With curved paths, how-
ever, path judgements were considerably more
accurate than heading judgements (mean errors
5 and 13 degrees, respectively). The errors with
heading judgements were so large that drivers
and cyclists would be ill-advised to rely on
them. Supporting evidence comes from| Wilkie |
4nd Wann (2003), who found that observers
steered less accurately when told to fixate their
heading rather than their path.

The notion that separate processes underlie
heading and path judgements received support
in a study by|Field, Wilkie, and Wann (2007).
Processing future path information was associ-
ated with activation in the superior parietal lobe.
This is distinct from the brain areas typically
associated with processing of optic-flow and
heading information (dorsal medial superior
temporal and ventral intraparietal areas; Britten,
2008).

We can find out more about the informa-
tion being used by people approaching bends

[Wilkie, Wann, & Allison, 2008}, for a review).
However, such evidence does not show that
advanced fixation is necessary for accurate
steering. Wilkie et al. provided stronger evidence
in a study in which participants sitting on a
bicycle trainer in a simulator had to steer through
several slalom gates. Participants typically
fixated the most immediate gate until it was
1.5 metres away, and then switched their gaze
to the next gate. Of more importance, there were
significant increases in steering errors when
the situation was changed so that participants
could not use their normal looking patterns.
Thus, efficient steering along a complex route
requires that people engage in advanced fixation
to plot their future path.

It has often been suggested (e.g.,[Land &]
that drivers approaching a bend
focus on the tangent point. This is the point
at which the direction of the inside edge of the
road appears to reverse (see). Note
that the tangent point is not fixed but keeps
moving over time. It is assumed that the tangent
point is important because it allows drivers to
estimate accurately the curvature of the road.
found that drivers often fixated
the tangent point when allowed to look wherever
they wanted. However, there is nothing magical
about the tangent point. Mars used conditions
in which drivers fixated a moving target at the
tangent point or offset to the left or right. The
drivers’ steering performance was comparable
in all conditions, indicating that road curvature
can be estimated accurately without fixating
the tangent point.

KEY TERM

tangent point: from a driver’s perspective, the
point on a road at which the direction of its
inside edge appears to reverse.
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Fi%ure 4.4) A video frame from a study by[Mars]

2008), in which drivers were instructed to track the
blue target as they drove on the right-hand side of
the road around a bend. Here, the blue target is on
the tangent point, which is the point at which the
direction of the inside edge line seems to a driver to

reverse. As such, it moves along the edge of the road
as the driver goes around a bend. From| Mars (2008).

Evaluation

Gibson’s views concerning the importance of
optic-flow information are oversimplified. Such
information is most useful when individuals
can move straight towards their goal without
needing to take account of obstacles or other
problems, as was the case with the pilots studied
by Gibson. It is now very clear that numerous
factors can influence visually guided movement.
In addition to optic flow, these factors include
extra-retinal information, relative depth of
objects, visual direction, retinal flow, and informa-
tion about the future path (e.g., based on the
tangent point).

What are the limitations of research in this
area? First, when we move through a typical
visual environment, we are exposed to a
bewildering amount of information that could
potentially be used to allow us to arrive efficiently
at our goal. It requires considerable experimental
ingenuity to decide which information is actually
used by individuals on the move.

Second, the role of learning has been under-

researched) Fajen (2008] gave participants the

task of using a foot pedal to come to a stop

at a target. There were two conditions differing
in the factors determining the responsiveness
of the foot pedal. Participants in both groups
learned the task effectively, but they used optic
flow in different ways. Thus, we can adapt
flexibly to the particular circumstances in
which we find ourselves. Third, while several
aspects of the visual environment that influence
movement towards a goal have been identified,
we still know relatively little about the ways
in which these aspects interact and combine to
determine our actions.

Time to contact
Everyday life is full of numerous situations in
which we want to know the moment at which
there is going to be contact between us and
some object. These situations include ones in
which we are moving towards some object
(e.g., a wall) and those in which an object (e.g.,
a ball) is approaching us. We could calculate
the time to contact by estimating the initial
distance away from us of the object, estimating
our speed, and then combining these two
estimates into an overall estimate of the #ime to
contact by dividing distance by speed. However,
combining the two kinds of information would
be fairly complicated.

argued that it is unnecessary to
perceive the distance or speed of an approaching
object to work out the time to contact, provided
that we are approaching it (or it is approaching
us) with constant velocity. Lee defined tau as
the size of an object’s retinal image divided by
its rate of expansion. Tau specifies the time to
contact with an approaching object — the faster
the rate of expansion of the image, the less
time there is to contact. When driving, the rate
of decline of tau over time (tau—dot) indicates
whether there is sufficient braking to stop at
the target. Lee’s tau—dot hypothesis is in general
agreement with Gibson’s approach, because
information about time to contact is directly
available from optic flow.

We will shortly consider the relevant
experimental evidence. Before doing so, however,
we will consider four basic limitations of tau
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as a source of information about time to contact
that were identified by| Tresilian (1999):

(1) Tau ignores acceleration in object velocity.

(2) Tau can only provide information about
the time to contact with the eyes. A driver
using tau when braking to avoid an obstacle
might find the front of his/her car smashed
in!

(3) Tau is only accurate when applied to
objects that are spherically symmetrical.
It would be less useful when trying to
catch a rugby ball.

(4) Taurequires that the image size and expan-
sion of the object are both detectable.

[Tresilian (1999)|argued that estimates of
time to contact are arrived at by combining
information from several different cues (prob-
ably including tau). The extent to which any
particular cue is used depends on the observer’s
task.

In our discussion of the evidence, we will
focus on two main lines of research. First, we
consider the processes involved in catching a
moving ball. Second, we turn our attention to
studies of drivers’ braking in order to stop at
a given point.

Evidence: catching balls

Suppose you try to catch a ball that is coming
towards you.assumed that your
judgement of the time to contact depends
crucially on the rate of expansion of the ball’s
retinal image. Supporting evidence was obtained
by[Benguigui, Ripoli, and Broderick (2003].
Their participants were presented with a hori-
zontal moving stimulus that was accelerating
or decelerating. The stimulus was hidden from
view shortly before reaching a specified position,
and participants estimated its time of arrival.
The prediction from the tau hypothesis (accord-
ing to which observers assume that stimulus
velocity is constant) was that time to contact
should have been over-estimated when the
stimulus accelerated and under-estimated when
it decelerated. That is precisely what Benguigui
et al. found.

[Savelsbergh, Whiting, and Bootsma (1991)
argued that Lee’s hypothesis could be tested fairly
directly by manipulating the rate of expansion.
They achieved this by requiring participants
to catch a deflating ball swinging towards
them on a pendulum. The rate of expansion
of the retinal image is less for a deflating than a
non-deflating ball. Thus, on Lee’s hypothesis,
participants should have assumed the deflating
ball would take longer to reach them than was
actually the case. Savelsbergh et al. found the
peak grasp closure was 5 ms later with the
deflating ball than a non-deflating ball, and

[Savelsbergh, Pijpers, and van Santvoord (1993)
obtained similar findings. However, these find-
ings only superficially support Lee’s hypothesis.
Strict application of the hypothesis to

data indicated that the peak
grasp closure should have occurred 230 ms
later to the deflating ball than to the non-
deflating one. In fact, the average difference
was only 30 ms.

When we try to catch a ball falling vertically
towards us, it accelerates due to the force
of gravity. Evidence that we take account of
gravity was reported by| Lacquaniti, Carozzo, |
[and Borghese (1993)l They studied observers
catching balls dropped from heights of under
1.5 metres. The observers’ performance was
better than predicted by the tau hypothesis,
presumably because they took account of the
ball’s acceleration.

Mclntyre, Zago, Berthoz, and Lacquaniti
ﬁ found that astronauts showed better
timing when catching balls on earth than in
zero-gravity conditions during a space flight.
The authors concluded that the astronauts
incorrectly anticipated gravitational acceleration
under zero-gravity conditions[Zago, MclIntyre]
[Senot, and Lacquaniti (2008} discussed findings
from several of their studies. Overall, 85% of
targets were correctly intercepted at the first
attempt on earth compared with only 14%
under zero-gravity conditions.lBaurés, Benguigui,)
Amorim, and Siegler (2007)| pointed out that
astronauts would have made much greater
timing errors when catching balls than they
actually did if they had simply misapplied their
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knowledge of gravity in zero-gravity conditions.
There are probably two reasons why the errors
were relatively modest:

(1) The astronauts had only vague knowledge
of the effects of gravity.

(2) The astronauts changed their predictions
of when the ball would arrive as they saw
it approaching them.

According to the tau hypothesis, the rate
of expansion of an object’s retinal image is
estimated from changes in optic flow. How-
ever, as| Schrater, Knill, and Simoncelli (2001)]
pointed out, rate of expansion could also be
estimated from changes in the size or scale
of an object’s features. They devised stimuli
in which there were gradual increases in the
scale of object features but the optic-flow
pattern was random. Expansion rates could be
estimated fairly accurately from scale-change
information in the absence of useful optic-flow
information.

Another factor influencing our estimates
of when a ball will arrive is binocular disparity
(see] Glossary]) {Rushton and Wann (1999) used
a virtual reality situation involving catching
balls, and manipulated tau and binocular
disparity independently. When tau indicated
contact with the ball 100 ms before binocular
disparity, observers responded about 75 ms earlier.
When tau indicated contact 100 ms after dis-
parity, the response was delayed by 35 ms. Thus,
information about tau is combined with infor-
mation about binocular disparity. According to
Rushton and Wann, the source of information
specifying the shortest time to contact is given
the greatest weight in this combination process.

|Lopez-Moliner, Field, and Wann (2007)]

Finally, note that people are very adaptable
— the strategy they use to catch a ball depends

on the circumstances.| Mazyn, Savelsbergh, |

[Montagne, and Lenoir (2007] compared peo-
ple’s movements when catching a ball under
normal conditions with their performance in
a condition in which all the lights went out
within 3 ms of their initial movement. The lights-
out condition caused the participants to delay
the onset of any movement and to engage in
much advance planning of their movements.

Evidence: braking by drivers

In everyday life, it is important for drivers to
make accurate decisions about when to brake
and how rapidly they should decelerate to
avoid cars in front of them. According to
[(1976], drivers use tau when braking to a stop
at a given point. More specifically, they brake
so as to hold constant the rate of change of
tau. This is an efficient strategy in principle
because it involves relatively simple calculations
and only requires constant braking[YilmaZ
[and Warren (1995) obtained some support for
Lee’s position. Participants were told to stop
at a stop sign in a simulated driving task. There
was generally a linear reduction in tau during
braking, but sometimes there were large changes
in tau shortly before stopping.

[Terry, Charlton, and Perrone (2008)|gave
participants a simulated driving task in which
they braked when the vehicle in front of them
decelerated. This task was performed on its
own or at the same time as the secondary task
of searching for pairs of identical road-side signs.
Tau (estimated time to contact) was significantly
less in the condition with the distracting
secondary task. Thus, the calculation of tau
requires attentional processes.

found that observers’ judgement of time to
contact of a ball was determined in part by
their knowledge of its size. When the ball was
slightly larger or smaller than expected, this
reduced the accuracy of observers’ performance.
The influence of familiar size may help to explain
why professional sportspeople can respond
with amazing precision to balls travelling at
high speed.

[Rock, Harris, and Yates (2006) reported
findings inconsistent with Lee’s hypothesis.
Drivers performed a real-world driving task
requiring them to brake to stop at a visual
target. Braking under real-world conditions
was smoother and more consistent than braking
in most previous laboratory-based studies. Of
most importance, there was very little support
for the tau-dot hypothesis. The findings of
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Rock et al. suggested that the drivers were
estimating the constant ideal deceleration based
on tau plus additional information (e.g., the
global optical flow rate).

Evaluation

Much has been learned about the information
we use when engaged in tasks such as catching
a ball or braking to stop at a given point. In
addition to tau, other factors involved in ball
catching include binocular disparity, knowledge
of object size, and our knowledge of gravity.
Braking depends in part on trying to hold
constant the rate of change in tau, but also
seems to involve estimating the constant ideal
deceleration.

What are the limitations of research in this
area? First, it remains unclear how the various
relevant factors are combined to permit ball
catching or accurate braking. Second, it is known
that the tau and tau—dot hypotheses are inade-
quate. However, no comprehensive theory has
replaced those hypotheses. Third, the behaviour
of drivers when braking in the real world and
in simulated conditions in the laboratory is
significantly different [[Rock et al., 2004). More
research is needed to clarify the reasons for
such differences.

PLANNING-CONTROL
MODEL

was interested in explaining how

visual information is used in the production of
action (e.g., reaching for a pint of beer). In
his planning—control model, he argued that
we initially use a planning system followed by
a control system, but with the two systems
overlapping somewhat in time. Here are the
main characteristics of the planning and con-
trol systems:

(1) Planning system
e It is used mostly before the initiation

of movement.
e It selects an appropriate target (e.g.,
pint of beer), decides how it should

be grasped, and works out the timing
of the movement.

e It is influenced by factors such as the
individual’s goals, the nature of the
target object, the visual context, and
various cognitive processes.

e Ttis relatively slow because it makes use
of much information and is influenced
by conscious processes.

* Planning depends on a visual represen-
tation located in the inferior parietal
lobe together with motor processes in
the frontal lobes and basal ganglia (see
[Eigure 4.3). More specifically, the inferior
parietal lobe is involved in integrating
information about object identification
and context with motor planning to
permit tool and object use.

(2) Control system

e It is used during the carrying out of a
movement.

e It ensures that movements are accurate,
making adjustments if necessary based
on visual feedback.

e Ttisinfluenced only by the target object’s
spatial characteristics (e.g., size, shape,
orientation) and not by the surrounding
context.

e Tt is fairly fast because it makes use of
little information and is not susceptible
to conscious influence.

e Control depends on a visual represen-
tation located in the superior parietal

lobe combined with motor processes

in the cerebellum (see.
Glover’s planning—control model helps us
understand the factors determining whether
perception is accurate or inaccurate. Of crucial
importance, most errors and inaccuracies in
perception and action stem from the planning
system, whereas the control system typically
ensures that human action is accurate and
achieves its goal. Many visual illusions occur
because of the influence of the surrounding
visual context. According to the planning—control

model, information about visual context is used
by the planning system but not by the control
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system. Accordingly, responses to visual illusions
should typically be inaccurate if they depend
on the planning system but accurate if they
depend on the control system.

Glover (2004)|argued that the inferior

parietal lobe plays a crucial role in human
motor planning. Through the course of evolution,
humans have become very good at using tools
and objects, so it is very important for us to
integrate information about object identifica-
tion and context into our motor planning. Such

_integration occurs in the inferior parietal lobe.

There are some similarities betwee
(2004)| planning—control model and|Milnes
and Goodale’s (1995) theory based on two visual
systems (this theory is discussed thoroughly in

). According to Milner and Goodale,
our vision-for-action system permits fast,
accurate movements, and thus resembles Glover’s
control system. However{Milner and Goodale|

have increasingly accepted that our
movements also often involve the vision-for-

perception system. We use this system when
remembering which movement to make or
when planning which particular movement
to make. Thus, there are similarities between
their vision-for-perception system and Glover’s
planning system. However, Glover’s approach
has three advantages over that of Milner and

Goodale. First, he has considered planning

processes in more detail. Second, he has focused
more on the changes occurring during the per-
formance of an action. Third, he has identified

the brain areas underlying the planning and
control systems.

Evidence

According to the planning—control model, our
initial actions towards an object (determined
by the planning system) are often less accurate
than our subsequent actions (influenced by the
control system). Suppose you tried to grasp the
central object in the Ebbinghaus illusion (see
). According to the model, accuracy
of performance as assessed by grip aperture
(trying to adjust one’s grip so it is appropriate
for grasping the target) should increase as your
hand approaches the target. That was precisely
what Glover and Dixon (2002a) found, presum-
ably because only the initial planning process
was influenced by the illusion.
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Illusion effect in degrees
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Magnitude of the orientation illusion as

a function of time into the movement. Based on data
in| Glover and Dixon (2001).

[Glover and Dixon (2001) presented a small
bar on a background grating which caused
the bar’s orientation to be misperceived. The
participants were instructed to pick up the bar.
The effects of the illusion on hand orientation
were relatively large early on but almost dis-

appeared as the hand approached the bar (see
[Fizure £.4)

The hypothesis that action planning involves
conscious processing followed by rapid, non-
conscious processing during action control was
tested by|Liu, Chua, and Enns (2008)] The
main task involved participants pointing at
(and identifying) a peripheral target stimulus.
This task was sometimes accompanied by the
secondary task of identifying a central stimulus.
The secondary task interfered with the planning
of the pointing response but did not interfere
with the pointing response itself. These findings
are consistent with the hypothesis. The conscious
processes involved in planning were affected
by task interference, but the more automatic
processes involved in producing the pointing
response were not.

Related findings were reported b
in a study discussed in[Chapter |
2. They distinguished between effective grasping

(in which an object is grasped successfully) and

appropriate grasping (in which knowledge of
the object is used to grasp it at the most suitable
point, e.g., the handle). According to Glover’s
model, only appropriate grasping involves the
planning system, because only appropriate
grasping requires people to take account of the
nature of the object. Performing a secondary
demanding task at the same time impaired
appropriate grasping more than effective
grasping, which is consistent with the planning—
control model.

According to the model, cognitive processes
are involved much more within the planning
system than the control system. Evidence sup-
porting this hypothesis was reported by|Glove

[and Dixon (2001)] Participants reached for
an object that had the word “LARGE” or the
word “SMALL” written on it. It was assumed
that any impact of these words on grasping
behaviour would reflect the involvement of the
cognitive system. Early in the reach (when
movement was directed by the planning system),
participants showed an illusion effect in that
their grip aperture was greater for objects with
the word “LARGE” on them. Later in the
reach (when movement was directed by the
control system), the illusion effect decreased,
as predicted by the model.

A central assumption of the planning—
control model is that visual context influences
the planning system but not the control system.
Hendoza, Elliott, Meegan, Lyons, and Walsh |
tested this assumption in a study based
on the Miiller-Lyer illusion (see.
Participants pointed at the end of a horizontal
line presented on its own, with arrowheads point-
ing inwards or with arrowheads pointing out-
wards. Of crucial importance, this visual stimulus
generally changed between participants’ initial
planning and their movements towards it. It was
predicted from Glover’s model that the arrow-
heads would lead to movement errors when
present during planning but not when present
during online control of movement. These
predictions were based on the notion that visual
context (e.g., arrowheads) only influences
planning. In fact, however, the arrowheads led
to movement errors regardless of when they
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were present, suggesting the processes involved
in planning and control are less different than
assumed theoretically.

What brain areas are involved in planning
and control? Evidence supportin
assumptions, that planning involves the inferior
parietal lobe whereas control involves the superior
parietal lobe, was reported by [Krams, Rushworth

eiber, Frackowiak, and Passingham (1998)
Participants copied a hand posture shown on
a screen under three conditions:

(1) Control only: participants copied the
movement immediately.

(2)  Planning and control: participants paused
before copying the movement.

(3) Planning only: participants prepared the
movement but did not carry it out.

What did|Krams et al. (1998)|find? There was
increased activity in the inferior parietal lobe,
the premotor cortex, and the basal ganglia in
the condition with more emphasis on planning.
In contrast, there was some evidence of increased
activity in the superior parietal lobe and cere-
bellum in conditions emphasising control.
Relevant evidence has also come from studies

using transcranial magnetic stimulation (TMS;
see) to produce “temporary lesions”
in a given brain area.[Rushworth, Ellison, and |
applied TMS to the left inferior
parietal lobe and found this led to a lengthen-
ing of planning time [Desmurget, Gréa, Grethe|
Prablanc, Alexander, and Grafton (1999)applied
TMS to an area bordering the inferior parietal
lobe and the superior parietal lobe. There were
no effects of this stimulation on the accuracy of
movements to stationary targets, but there was
significant disruption when movements needed
to be corrected because the target moved. This
finding suggests there was interference with
control rather than planning.

Further TMS evidence of the involvement
of parietal cortex in visually guided action
was reported by|Davare, Du%ue, Vandermeeren

honnard, and Oliver (2007)l They administered
TMS to the anterior intraparietal area while

participants prepared a movement. TMS disrupted
hand shaping and grip force scaling designed

to prepare for the shape and the weight of the
to-be-grasped object.

Additional relevant information about the
brain areas involved in planning and control has
come from studies on brain-damaged patients.
Patients with damage to the inferior parietal
lobe should have problems mainly with the
planning of actions. Damage to the left inferior
parietal lobe often produces ideomotor apraxia,
in which patients find it hard to carry out learned
movements. [Clark et al. (1994)| studied three
patients with ideomotor apraxia who showed
some impairment when slicing bread even when
both bread and knife were present. However,
such patients are often reasonably proficient
at simple pointing and grasping movements.
This pattern of performance suggests they have
impaired planning (as shown by the inability
to slice bread properly) combined with a
reasonably intact control system (as shown by
adequate pointing and grasping).

[Jax, Buxbaum, and Moll (2006] gave patients
with ideomotor apraxia various tasks in which
they made movements towards objects with
unimpeded vision or while blindfolded. There
were three main findings. First, the patients’
overall level of performance was much worse
than that of healthy controls. Second, the
adverse effect of blindfolding was greater on
the patients than on healthy controls, suggesting
the patients were very poor at planning their
actions accurately. Third, as predicted by the
planning—control model, poor performance on
the movement tasks was associated with damage
to the inferior parietal lobe. Thus, patients with
damage to the inferior parietal lobe have an
impaired planning system.

Patients with damage to the superior parietal
lobe should have problems mainly with the control
of action. Damage to the superior and posterior
parietal cortex often produces optic ataxia (see

KEY TERM

ideomotor apraxia: a condition caused by
brain damage in which patients have difficulty in
carrying out learned movements.




4 PERCEPTION, MOTION, AND ACTION

137

[Glossary), in which there are severe impairments
in the ability to make accurate movements in spite
of intact visual perception (see. Some
optic ataxics have relatively intact velocity and
grip aperture early in the making of a reaching
and grasping movement but not thereafter (e.g.,

[Binkofski et al., 199§), a pattern suggesting greater
problems with control than with planning.

[Grea et al. (2002] studied IG, a patient with
optic ataxia. She performed as well as healthy
controls when reaching out and grasping a
stationary object. However, she had much poorer
performance when the target suddenly jumped
to a new location. These findings suggest IG had
damage to the control system.
found that CF, a patient with optic ataxia,
was very slow to correct his movement towards
a target that suddenly moved location. CF also
had slowed performance when pointing towards
stationary targets presented in peripheral vision.
Blangero et al. concluded that CF was deficient
in processing hand location and in detecting
target location for peripheral targets.

Evaluation

planning—control model has proved
successful in several ways. First, the notion that
cognitive processes are involved in the planning
of actions (especially complex ones) has received
much support. For example,[Serrien, Ivry, and]|
discussed evidence indicating
that brain areas such as dorsolateral prefrontal
cortex, the anterior cingulate, and the pre-
supplementary motor area are involved in plan-
ning and monitoring action as well as in cognition.
Second, there is plentiful evidence that somewhat
different processes are involved in the online
control of action than in action planning. Third,
the evidence from neuroimaging and transcranial
magnetic stimulation (TMS) studies has supported
the assumption that areas within the inferior
and superior parietal cortex are important for
planning and control, respectively.

What are the limitations with the planning—
control model? First, the planning and control
systems undoubtedly interact in complex ways
when an individual performs an action. Thus,

the proposed sequence of planning followed by
control is too neat and tidy [Mendoza et al., 2004).
Second, various processes occur within both the
planning and control systems, and we have as yet
only a limited understanding of the number and
nature of those processes. Third, the model is
concerned primarily with body movements rather
than eye movements. However, co-ordination
of eye and body movements is very important
for precise and accurate movements.

PERCEPTION OF HUMAN

MOTION

Most people are very good at interpreting the
movements of other people. They can decide very
rapidly whether someone is walking, running,
or limping. This is unsurprising in view of how
important it is for us to make sense of others’
movements. Our focus here will be on two key
issues. First, how successful are we at interpreting
biological movement with very limited visual
information? Second, do the processes involved
in perception of biological motion differ from
those involved in perception of motion in general?
We will consider the second issue later in the
light of findings from cognitive neuroscience.
[Johansson (1975] addressed the first issue
using point-light displays. Actors were dressed
entirely in black with lights attached to their
joints (e.g., wrists, knees, ankles). They were
filmed moving around a darkened room so that
only the lights were visible to observers sub-
sequently watching the film (see[Figure 4.7).
Reasonably accurate perception of a moving
person was achieved with only six lights and a
short segment of film. Most observers described
accurately the position and movements of the
actors, and it almost seemed as if their arms
and legs could be seen. More dramatic findings
were reported by| Johansson, von Hofsten, and|
[Jansson (1980]: observers who saw a point-light
display for only one-fifth of a second perceived
biological motion with no apparent difficulty.
Observers can make precise discriminations

when viewing point-light displays. [Runeson |

and Frykholm (1983) asked actors to carry out
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|Eigure 4.7|[Johansson (1975)

attached lights to an actor’s
joints. While the actor stood
still in a darkened room,
observers could not make
sense of the arrangement of
lights. However, as soon as
he started to move around,
they were able to perceive
the lights as defining a

human figure.

a sequence of actions naturally or as if they
were a member of the opposite sex. Observers
guessed the gender of the actor correctly 85.5%
of the time when he/she acted naturally and
there was only a modest reduction to 75.5%
correct in the deception condition.

[Kozlowki and Cutting (1977)| found that
observers were correct 65% of the time when
guessing the sex of someone walking. Judgements
were better when joints in both the upper and
lower body were illuminated] Cutting, Proffitt, |

[and Kozlowski (1978)| pointed out that men
tend to show relatively greater side-to-side
motion (or swing) of the shoulders than of
the hips, whereas women show the opposite.
This happens because men typically have broad
shoulders and narrow hips in comparison
to women. The shoulders and hips move in
opposition to each other, i.e., when the right
shoulder is forward, the left hip is forward.
We can identify the centre of moment in the
upper body, which is the neutral reference point
around which the shoulders and hips swing. The
position of the centre of moment is determined
by the relative sizes of the shoulders and hips,
and is typically lower in men than in women.
Cutting et al. found that the centre of moment
correlated well with observers’ sex judgements.

There are two correlated cues that may be
used by observers to decide whether they are
looking at a man or a woman in point-light
displays:

(1)  Structural cues based on width of shoulders
and hips; these structural cues form the
basis of the centre of moment.

(2) Dynamic cues based on the tendency for
men to show relatively greater body sway
with the upper body than with the hips
when walking, whereas women show the
opposite.

Sex judgements were based much more on
dynamic cues than on structural ones when the
two cues were in conflict. Thus, the centre of
moment may be less important than claimed
byl Cutting et al. (1978)

Bottom-up or top-down

processes!?

[Johansson (1975)|argued that the ability to
perceive biological motion is innate. He described
the processes involved as “spontaneous” and
“automatic”. Support for that argument was
reported by|Simion, Regolin, and Bulf (2008)}
in a study on newborns aged between one and
three days. These babies preferred to look at
a display showing biological motion than one
that did not. In addition, the babies looked
longer at upright displays of biological motion
than upside-down ones. What was remarkable
was that Simion et al. used point-light displays
of chickens, and it was impossible that the
newborns had any visual experience of moving
chickens. These findings led them to conclude
that, “Detection of motion is an intrinsic capacity
of the visual system” (p. 809). These findings
are consistent with the notion that the perception
of biological motion involves relatively basic,
bottom-up processes.
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[Thornton, Rensink, and Shiffrar (2002)|
argued that perception of biological motion
can be less straightforward and effortless than
suggested by] Johansson (1975). They presented
observers on each trial with a point-light walker
figure embedded in masking elements. There
were two mask conditions: (1) scrambled mask,
in which each dot mimicked the motion of a
dot from the walker figure; and (2) random
mask, in which the dots moved at random. It
was assumed that it would be more difficult to
perceive the walker in the scrambled condition.
As a result, observers would have to attend
more closely to the display to decide the direction
in which the walker was moving. This hypothesis
was tested by having the observers perform the
task on its own or at the same time as a second,
attentionally-demanding task.

What did[Thornton et al. (2002)| find?
Observers’ ability to identify correctly the walker’s
direction of movement was greatly impaired by
the secondary task when scrambled masks were
used ( see. However, the secondary task
had only a modest effect when random masks
were used. These findings indicate that top-down
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Percentage correct detections of a
walker’s direction of movement (left or right) as

a function of the presence of a random mask or a
scrambled walker mask and the presence (dual-task
condition) or absence (baseline task) of a demanding
secondary task. Performance was worst with a
scrambled walker mask in the dual-task condition.

From Thornton et al. (2002). Reprinted with

permission of Pion Limited, London.

processes (e.g., attention) can be of major
importance in detection of biological motion,
but the extent of their involvement varies con-
siderably from situation to situation. Note that
direction-detection performance in the scrambled
and random mask conditions was very good (over
90%) when there was no secondary task. In sum,
efficient detection of biological motion can depend
mainly on bottom-up processes (random-mask
condition) or on top-down processes (scrambled-
mask condition).

Cognitive neuroscience

Suppose the processes involved in perceiving
biological motion differ from those involved in
perceiving object motion generally. If so, we might
expect to find some patients who can detect one
type of motion reasonably but have very impaired
ability to detect the other type of motion. There
is support for this prediction. There have been
studies on “motion-blind” patients with damage
to the motion areas MT and MST who have
severely impaired ability to perceive motion in

general (se Chapter 2). Such patients are often

patients that lesions in the superior temporal
and premotor frontal areas were most associated
with impaired perception of biological motion
(see. However, patients’ deficits in
biological motion perception did not correlate
with their ability to detect coherence of directional
motion. This suggests that different brain areas
underlie perception of biological motion and
motion in general.

Several neuroimaging studies are of relevance.
Similar brain areas to those identified in stroke
patients are active when healthy participants
perceive biological motion ). Saygin
reviewed previous neuroimaging research, which
had most consistently identified the posterior
superior temporal gyrus and sulcus as being
activated during observation of point-light dis-
plays. For example{Grossman et al. (2000) found
that point-light displays of biological motion
activated an area in the superior temporal sulcus,
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Brain areas damaged in patients having

impaired biological motion perception: (a) damaged
area in temporo-parietal cortex; (b) damaged area in
frontal cortex. From, by permission of
Oxford University Press.

whereas displays of other forms of motion did not.
However, we must not exaggerate the differences
between perception of biological motion and
perception of object motion{ Virji-Babul, Cheung
used magneto-
encephalography (MEG; see|[Glossary) while
observers watched point-light displays of human
and object motion. For both kinds of motion,
brain activity started in the posterior occipital
and mid-parietal areas, followed by activation
in the parietal, sensory-motor, and left temporal
regions. However, only perception of human
motion was associated with activation of the
right temporal area.

Imitation and the mirror neuron

system
One explanation of our ability to perceive (and
to make sense of) the movements of other people

is based on imitation. Some theorists (e.g.,

|Gallese, Keysers, & Rizzolatti, 2004} have

argued that many neurons in the brain activated
when we perform an action are also activated
when we see someone else perform the same
action. It is claimed that these neurons play
a central role in our understanding of others’
intentions.

Initial evidence was reported by| Gallese,|
fadiga, Fogassi, and Rizzolatti (1996) They
assessed brain activity in monkeys in two dif-
ferent situations: (1) the monkeys performed
a particular action (e.g., grasping); and (2) the
monkeys observed another monkey performing
a similar action. Gallese et al. discovered that
17% of the neurons in area F5 of the premotor
cortex were activated in both situations. They
labelled these neurons “mirror neurons”.

Findings such as those of
led theorists to put forward the notion
of a mirror neuron system. This mirror neuron
system is formed of neurons that are activated
when animals perform an action and when
they observe another animal perform the same
action. This system allegedly facilitates imitation
and understanding of the actions of others.
Subsequent research confirmed the importance
of area F5 and also indicated that the superior
temporal sulcus forms part of the mirror neuron
system in monkeys. There is some evidence for
a similar mirror neuron system in humans (see
review by| Rizzolatti and Craiihero, 2004).
According to| Gallese et al. (2004, p. 396), this
system is of huge importance: “The fundamental
mechanism that allows us a direct experiential
grasp of the minds of others is... direct simula-
tion of observed events through the mirror
mechanism (mirror neuron system).

How can we show that mirror neurons are
involved in working out why someone else is

KEY TERM

mirror neuron system: a system of neurons
that respond to actions whether performed by
oneself or by someone else.
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The mirror neuron system is formed of neurons
that are activated when we perform an action,
and when we observe another perform the
same action, thereby perhaps facilitating imitation
of the actions of others.

performing certain actions as well as deciding
what those actions are? One way is to demon-
strate that mirror neurons discharge when the
participant cannot see the action but can infer
what it is likely to be. Precisely this was done
by[Umilta et al. (2001). They used two main
conditions. In one condition, the experimenter’s
action directed towards an object was fully
visible to the monkey participants. In the other
condition, the monkeys saw the same action
but the most important part of the action was
hidden from them behind a screen. Before each
trial, the monkeys saw the experimenter place
some food behind the screen so they knew
what the experimenter was reaching for.

What did[Umilta et al. (2001)| find? First,
over half of the mirror neurons tested discharged
in the hidden condition. Second, about half of the
mirror neurons that discharged in the hidden
condition did so as strongly in that condition as
in the fully visible condition. Third, Umilta et al.
used a third condition, which was the same as the
hidden condition except that the monkeys knew
no food had been placed behind the screen. In
terms of what the monkeys could see of the experi-
menter’s actions, this condition was identical to
the hidden condition. However, mirror neurons
that discharged in the hidden condition did not
discharge in this third condition. Thus, it was the
meaning of the observed actions that determined
activity within the mirror neuron system.

Is there a mirror neuron system in humans?
Much research is consistent with the notion that
we have such a system.|Dinstein, Hasson, Rubin,|
and Heeger (2007) assessed activation in many
brain areas while human participants observed
the same movement being made repeatedly or
repeatedly performed that movement. Some
brain areas showed reduced responses only to
repeated observed movements; some exhibited
reduced responses only to repeated performed
movements. However, six brain areas (includ-
ing ventral premotor cortex, anterior intrapa-
rietal cortex, and superior intraparietal cortex)
were affected in similar fashion by both tasks
(see[Figure 4.10). These brain areas may form
a human mirror neuron system.

There is an important limitation with the
findings reported by|Dinstein et al. (2007) All
they found was that neurons within the same
brain areas responded on both tasks. Convincing
evidence for a mirror neuron system in humans
requires that the same neurons are activated
whether observing a movement or performing
it| Turella, Pierno, Tubaldi, and Castiello (2009]
recently reviewed brain-imaging studies in this
area, and found that none of them satisfied that
requirement. They concluded that the available
evidence is only weakly supportive of the notion
of a mirror neuron system in humans.

[TIacoboni, Molnar-Szakacs, Gallese, Buccino)
azziotta, and Rizzolatti (2005) argued that

our understanding of the intentions behind
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Brain areas
responding less to repeated
than non-repeated movement
observation (green) or to
movement execution (orange)
and thus associated with initial
detection of these types of
movement. Areas in the left
hemisphere have overlap
(yellow) or close proximity of
reduced activation to observed
and to executed movements.
alFS = anterior intraparietal
sulcus; vPM = ventral premotor
cortex; alPS = anterior
intraparietal sulcus; sIPS =
superior intraparietal cortex;
pIPS = posterior intraparietal
sulcus; LO = area within lateral
occipital cortex. Fro

. Copyright © 2007
American Psychological
Association. Reproduced
with permission.

someone else’s actions is often helped by taking
account of the context. For example, someone
may shout loudly at another person because
they are angry or because they are acting in a
play. Iacoboni et al. investigated whether the
mirror neuron system in humans was sensitive
to context using three conditions:

(1) Intention condition: There were film clips
of two scenes involving a teapot, mug,
biscuits, a jar, and so on — one scene showed
the objects before being used (drinking
context) and the other showed the object
after being used (cleaning context). A hand
was shown grasping a cup in a different
way in each scene.

(2)  Action condition: The same grasping actions
were shown as in the intention condition.
However, the context was not shown, so it
was not possible to understand the inten-
tion of the person grasping the cup.

(3) Context condition: The same two contexts
were shown as in the intention condition,
but no grasping was shown.

There was more activity in areas forming
part of the mirror neuron system in the inten-

tion condition than the action condition. This
suggests that the mirror neuron system is
involved in understanding the intentions behind
observed actions, because it was only in the
intention condition that the participants could
work out why the person was grasping the
cup.

Overall evaluation
Our ability to perceive biological motion with
very limited visual information is impressive.
There is reasonable evidence that our ability
to perceive biological motion depends on a
combination of bottom-up and top-down pro-
cesses. Evidence from brain-imaging studies
and from brain-damaged patients suggests
that the brain areas involved in perception
of biological motion differ from those used in
perceiving motion in general.

Recent research has suggested that we use
a mirror neuron system to make sense of the
movements of other people.

What are the limitations of research in this
area? First, relatively little is known about
the ways in which bottom-up and top-down
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processes interact when we perceive biological
motion. Second, the similarities and differences
between the processes underlying perception
of biological motion and motion in general
remain somewhat unclear. Third, most of the
research on the human mirror neuron system
has involved functional magnetic resonance
imaging (fMRI; see[Glossary). This is not pre-
cise enough to identify activity at the level of
individual neurons, making it unwise to specu-
late on what is happening at that level. Indeed,
according to| Agnew, Bhakoo, and Puri (2007,
p. 288), “There is no direct evidence of human
neurons that respond to action.” Fourth, when
we try to understand someone else’s intentions,
we often take account of their stable charac-
teristics (e.g., personality). It seems improbable
that the mirror neuron system takes account
of these stable characteristics.

CHANGE BLINDNESS|

We feel we have a clear and detailed visual
representation of the world around us. A{MacH
, p. 180) pointed out, “Our subjective
impression of a coherent and richly detailed
world leads most of us to assume that we see
what there is to be seen by merely opening our
eyes and looking.” As a result, we are confident
we could immediately detect any change in the
visual environment provided it was sufficiently
great. In fact, our ability to detect such changes
is often far less impressive than we think.
Change blindness (the failure to detect that an
object has moved, changed, or disappeared) is
the phenomenon we will be discussing.
Change blindness is an important phenom-
enon for various reasons. First, whereas most
studies of perception consider visual processes
applied to single stimuli, those on change
blindness are concerned with dynamic processes
in visual perception over time applied to two or
more stimuli. Second, as we will see, studies on
change blindness have greatly clarified the role
of attention in scene perception. That explains
why change blindness is discussed at the end of
the final chapter on perception and just before

the chapter on attention. Third, experiments
on change blindness have shed light on the
processes underlying our conscious awareness
of the visual world. Fourth, as already implied,
studies on change blindness have produced
findings that are striking and counterintuitive.

The existence of change blindness means
that we rarely spot unintended changes in films
when the same scene has been shot more than
once. For example, in Grease, while John Travolta
is singing “Greased Lightning”, his socks change
colour several times between black and white.
In the film Diamonds Are Forever, James Bond
tilts his car on two wheels to drive through a
narrow alleyway. As he enters the alleyway,
the car is balanced on its 7ight wheels, but when
it emerges it is miraculously on its left wheels!

Magicians have profited over the years from
the phenomenon of change blindness (Kuhn,
Amlani, & Rensink, 2008). It is often thought
that magicians baffle us because the hand is
quicker than the eye. That is not the main
reason. Most magic tricks involve misdirection,
in which the magician directs spectators’ attention
away from some action crucial to the success of
the trick. When this is done skilfully, spectators
fail to see how the magician is doing his/her
tricks while thinking they have seen everything
that is going on.

We often greatly overestimate our ability to
detect visual changes. In one study, participants
saw various videos involving two people having
a conversation in a restaurant
Momen, & Beck, 2002). In one video, the plates
on their table changed from red to white, and in
another a scarf worn by one of them disappeared.
These videos had previously been used by[Levir
4nd Simons (1997)] who found that none of
their participants detected any of the changes.
Levin et al. asked their participants whether
they thought they would have noticed the changes
if they had not been forewarned about them.

KEY TERM

change blindness: failure to detect changes in
the visual environment.
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Magicians (like this street performer) rely on
the phenomenon of change blindness where
misdirection is used to direct spectators’
attention away from the action that is crucial to
the success of the trick.

Forty-six per cent claimed they would have
noticed the change in the colour of the plates,
and 78% the disappearing scarf. Levin et al.
used the term change blindness to describe our
wildly optimist beliefs about our ability to
detect visual changes.

Inattentional blindness (the failure to notice
an unexpected object in a visual display) is a
phenomenon closely resembling change blind-
ness blindness. Evidence for inattentional blind-
ness was reported in a famous experiment by
|Simons and Chabris (1999} see| Figure 4.11)).
Observers watched a film in which students passed
a ball to each other. At some point, a woman
in a gorilla suit walks right into camera shot,
looks at the camera, thumps her chest, and then
walks off. Imagine yourself as one of the
observers — wouldn’t you be very confident of
spotting the woman dressed up as a gorilla

Frame showing a woman in a gorilla

suit in the middle of a game of passing the ball. From
[Simons and Chabris (1999). Copyright © 1999 Daniel
J. Simons. Reproduced with permission of the author.

almost immediately? Surprisingly, 50% of the
observers did not notice the woman’s presence
at all, even though she was on the screen for
nine seconds!

In the real world, we are often aware of
changes in the visual environment because we
detect motion signals accompanying the change.
Accordingly, various techniques have been used
to ensure that observers’ ability to detect visual
changes is not simply due to the detection of
motion [Rensink, 2002)). These techniques
include making the change during a saccade
(rapid movement of the eyes), making the
change during a short temporal gap between
the original and altered stimuli, or making the
change during an eyeblink.

Sparce representations!?

An obvious way of explaining many of the find-
ings on change blindness and inattentional blind-
ness is to assume that the visual representations
we form when viewing a scene are sparse and
incomplete because they depend on our limited

KEY TERM

inattentional blindness: failure to detect an
unexpected object appearing in a visual display;
see change blindness.
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attentional focus. Indeed, that assumption was
made by several early researchers in the area
(e.g.|Rensink, O’Regan, & Clark 1997{Simong
& Levin, 1997). However, as|Simons and Rensink|
;2005| pointed out, there are various alternative
explanations. First, detailed and complete rep-
resentations exist initially but may either decay

rapidly or be overwritten by a subsequent stimulus.
Second, visual representations of the pre-change
stimulus may exist but be inaccessible to con-
sciousness. Third, visual representations of the
pre-change and post-change stimuli may exist
but the two representations may not be compared
and so the change is not detected.

Change blindness depends on overwriting rather than simply attention

As we have seen, it has often been assumed
that change blindness occurs because our lim-
ited attentional focus only allows us to form
visual representations of a very small number
of objects. Convincing evidence that this assump-
tion is oversimplified was reported by Landman,
Spekreijse, and[Lamme (2003)] who argued that
there is more information in the pre-change
visual representation than generally supposed.
Eight rectangles (some horizontal and some
vertical) were presented for 400 ms, followed
1600 ms later by a second array of eight rec-
tangles. The task was to decide whether any of
the rectangles had changed orientation from
horizontal or vertical or vice versa.VWWhen there
was no cue, participants’ detection performance
suggested that their storage capacity for the
pre-change display was only three items. This
is consistent with the notion that attentional
limitations greatly restrict our storage capacity.

More importantly, the findings were very
different when a cue indicating the location of
any change was presented up to 900 ms after the
offset of the first display. When this happened,
the apparent storage capacity was approximately
seven items, and it was about 4.5 items when a
cue was presented 1500 ms after offset of the
first display (see Figure 4.12). Thus, there is a con-
siderable amount of information in the pre-change
visual representation that can be accessed pro-
vided that attention is directed rapidly to it (e.g.,
via cueing). That means that our sense that we can
see most of the visual scene in front of us is more
accurate than seemed to be the case based on
most research on change blindness.

What can we conclude from this study?
According to| Landman et al. (2003)| change

blindness does not result directly from atten-
tional limitations. Instead, the explanation is as
follows:“Change blindness involves overwriting
of a large capacity representation by the post-
change display” (p. 149). Our visual system is
designed so that what we currently perceive is
not disrupted by what we last perceived. This
is achieved by overwriting or replacing the latter
with the former.

Capacity grey (number of items)

RREE

Capacity
S
I
|
|
|
|
|
|

-300

Time from stimulus 1 offset (ms)
Figure 4.12 Mean storage capacity in items over an
interval of 1600 ms with a cue presented at various
times after offset of the first display. There was also
a no-cue control condition. Reprinted from

|Landman et al. (2003), Copyright © 2003, with

permission from Elsevier.
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The notion that self-report measures of
change blindness may underestimate people’s
ability to detect changes was supported by
|Laloyaux, Destrebecqz, and Cleeremans (2006 ).
They presented participants with an initial
array of eight black rectangles, half vertical and
half horizontal. In the second array of black
rectangles, one of them might have a changed
orientation. The third array (presented for only
40 ms) was the same as the second one except
that one of the rectangles (the probe) was in
white. Participants indicated whether they had
detected a change in orientation between the
first and second arrays, and whether the white
rectangle was horizontal or vertical. Congruent
trials were those on which the probe’s orienta-
tion matched that of the changed rectangle and
incongruent trials were those with no match.
When participants showed change blindness,
they nevertheless identified the probe’s orienta-
tion more accurately and faster on congruent
trials than on incongruent ones. Thus, changes
not detected consciously can nevertheless influ-
ence conscious decisions about the orientation
of a subsequent object.

In related research,[Fernandez-Duque, Grossi
compared event-
related potentials (ERPs; sed Glossary]) on trials
in which a change in a scene was not detected
versus trials in which there was no change.
Undetected changes triggered a positive response
between 240-300 ms, suggesting that they trigger
certain brain processes, although they do not
produce conscious awareness of change.

In sum, there is a danger of assuming that
observers’ failure to report detecting a change
in a scene means that they engaged in little or no
processing of the changed object. As we have
seen, several different kinds of evidence indicate
that that assumption is often incorrect.

Attentional processes

There is universal agreement that attentional
processes play an important role in change
blindness. Evidence suggesting that attention
is important comes from studies in which
participants have to detect target stimuli. It is

reasonable to assume that unexpected stimuli
similar to target stimuli will be more likely to
attract attention than those that are dissimilar

and so should be detected more often.[Most, |
imenez, Clifford, and Chabris |
asked observers to count the number of
white shapes or the number of black shapes
bouncing off the edges of a display window. What
was of interest was the percentage of observers
noticing an unexpected object that could be white,
light grey, dark grey, or black. The detection
rates for unexpected objects were much higher
when they were similar in luminance or bright-
ness to the target objects (see[Figure 4.13), pre-
sumably because those resembling target objects
were most likely to receive attention.

Earlier we discussed the surprising finding
of| Simons and Chabris (1999)| that 50% of
observers failed to detect a woman dressed as
a gorilla. Similarity was a factor, in that the
gorilla was black whereas the members of the
team whose passes the observers were counting
were dressed in white. Simons and Chabris carried
out a further experiment in which observers
counted the passes made by members of the team
dressed in white or the one dressed in black.
The gorilla’s presence was detected by only 42%
of observers when the attended team was the
one dressed in white, thus replicating the previous
findings. However, the gorilla’s presence was
detected by 83% of observers when the attended
team was the one dressed in black. This shows
the impact of similarity between the unexpected
stimulus (gorilla) and task-relevant stimuli
(members of attended team).

[Hollingworth and Henderson (2002] assessed
the role played by attention in change blindness.
Eye movements were recorded while observers
looked at a visual scene (e.g., kitchen; living
room) and pressed a button if they detected any
change in the scene. There were two possible
kinds of change:

(1) Type change, in which the object was
replaced by an object from a different
category (e.g., knife replaced by fork).

(2) Token change, in which the object was
replaced by another object from the same
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2001). Copyright ©
Blackwell Publishing.

Reprinted with permission
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category (e.g., one knife replaced by a
different knife).

Finally, there was a test of long-term memory
between 5 and 30 minutes after each scene had
been viewed. On this test, participants saw
two scenes: (1) the original scene with a target
object marked with a green arrow; and (2) a
distractor scene identical to the original scene
except that there was a different object in the
location of the target object. The task was to
decide which was the original object.

What did| Hollineworth and Henderson |
find? First, they considered the p